ISSN. 0377 - 2969
Vol. 42(4) Dec. 2005

2

P OCEEDINGS

b, -q;; HHE PAKISTAN ACADEMY OF SCIENCES

The Pakistan Academy of Sciences
Islamabad Pakistan



Arif Baig
Vol. 42(4) Dec. 2005


PAKISTAN ACADEMY OF SCIENCES
Founded 1953

President: Prof. Dr. Atta-ur-Rahman, N.I.,H.l., S.I, T.I.

THE PROCEEDINGS OF THE PAKISTAN ACADEMY OF SCIENCES isaninternational publication and isthe official
journal of the Academy published quarterly. It publishes original research papers and reviews on abroad range of topicsin
basic and applied sciences. All papers are refereed externally. Authors are not required to be members or fellows of the
Academy.

EDITOR-IN-CHIEF: Prof. Dr.M.A. Hafeez

EDITORS

Life Sciences Medical Sciences

Prof. Dr. S. Irtifaq Ali Prof. Dr. Iftikhar A. Malik

Physical Sciences Engineering Sciences & Technology
Prof. Dr. M. Igbal Choudhary Prof. Dr. Abdul Raouf

EDITORIAL BOARD

Local Advisory Board

Prof. Dr. Q.K. Ghori

Prof. Dr. Riazuddin

Dr. N.M. Butt

Prof. Dr. M. Ardan

Prof. Dr. Asghar Qadir
Prof. Dr. M. Suhail Zubairy
Prof. Dr. M. Qasim Jan
Prof. Dr. AdamBaig

Prof. Dr. M. Anwar Wagar
Prof. Dr. M. Ajmal Khan
Prof. Dr. M. Qaisar

International Advisory Board

Dr. Anwar Nasim, Canada

Prof. Dr. A.K. Cheetham, USA

Prof. Dr. Tony Plant, USA

Prof. Dr. SN. Kharin, Kazakhstan
Prof. Dr. PK. Khabibullaev, Uzbekistan
Prof. Dr. H.W. Korf, Germany

Prof. Dr. M.S. Ying, China

Prof. Dr. S.G Ponnambalam, Malaysia
Prof. Dr. E. Nieschlag, Germany

Prof. Dr. M. Ashraf, USA

Prof. Dr. D.L.G Noakes, Canada

Annual Subscription for 2005

Pakistan: Institutions: Rupees 2000/-
Individuas: Rupees 1000/-
Other countries: US$100.00 (Priceincludesair-lifted delivery overseas)

© Copyright. Reproduction of abstracts of papers appearing in this journal is authorised provided the source is
acknowledged. Permission to reproduce any other material may be obtained in writing from the Editor.

The articles published in the Proceedings contain data, opinion(s) and statement(s) of the authors only. The Pakistan
Academy of Sciences and the editors accept no responsibility whatsoever in this regard.

Published quarterly by The Pakistan Academy of Sciences, 3 Constitution Avenue, G-5/2, |slamabad, Pakistan.
Tel:- 92-51-9207140 & 9207789 Fax: 92-51-9206770 E-mail: pasish@yahoo.com

Website of the Academy: www.paspk.org




Proceedings of the
Pakistan Academy of Sciences

Contents Volume 42 No. 4

December 2005

Research Articles
Life Sciences

Analysisof someresidua antibioticsin muscle, kidney and liver samplesof
Broiler Chicken by variousmethods
— Habib Amjad, Javed Igbal and Muhammad Naeem

Distribution of ABO and RH blood group allelesin Gujrat region
of Punjab, Pakistan
— Mohammad Anees and Mohammad Shabir Mirza

Physical Sciences

Fermionsin Kerr-Newman-K asuya Space-time
— EliasUddin Biswas

Pocklington equation and the method of moments
— J. Sosa-Pedroza, V. Barrera-Figueroa and J. Lopez-Bonilla

Someapplicationsof aL ovelock’s Theorem
— M. Acevedo, J. LOpez-Bonilla and S. Vidal-Beltran

Determination of triprolidine-HCI by spectrophotometric method
inpureand pharmaceutica preparationsusing dichloronitrobenzene
asanew chromogenic reagent

— Amina Mumtaz, Asrar A. Kaz, Tehseen Aman, M. Usman Sabri
and Fauzia Noureen

Landau Lifshitz Energy Momentum Pseudotensor for metrics
with gphericad symmetry

223

233

239

243

249

253

261

—J. H. Caltenco, J.|.Lopez-Bonilla, R. Pefa-Rivero and J. Rivera-Rebolledo

Oncertain classof Andytic Functions
—Nailah Abdul rahman Al Dihan

Selsmic hazard assessment of NW Hima ayan Fold and Thrust Belt
using probabilistic gpproach

265

287

—MonaLisa, Azam A. Khwaja, M. Javed, Ywer S. Ansari and M. Qasim Jan



Enginering Sciences & Technology

Design StructureMatrix (DSM): New Directions 297
—A.H.M. Shamsuzzoha and Nadia Bhuiyan

Reviews

Present statusand future needsof Tealndustry in Bangladesh 305

—G.M.R. Islam, M. Igbal, K.G. Quddus and M.Y. Ali

Adverseeffectsof pesticidesamd related chemicals on enzyme and hormone systems

of fish, amphibiansand reptiles. A Review 315
—M. Zaheer Khan and Francis C.P. law

I nstructionsto Authors 325

Submission of manuscripts: Manuscripts should be submitted in duplicate including the original,
through a Fellow of the Academy preferably to Sectional Editors (see instructions). Authors
should consult the Instructions to Authors on pages 325-326 of this issue and the Website,
www.paspk.org.



Proc. Pakistan Acad. Sci. 42(4):223-231.2005

ANALYSIS OF SOME RESIDUAL ANTIBIOTICS IN MUSCLE, KIDNEY
AND LIVER SAMPLES OF BROILER CHICKEN BY VARIOUS METHODS

Habib Amjad*, Javed I gbal and Muhammad Naeem

*|nstitute of Chemistry, University of the Punjab, Lahore, Pakistan, and Applied Chemistry Research Centre, PCSR
Labs. Complex, Ferozepur Road, Lahore, Pakistan

Received February 2005, accepted September 2005
Communicated by Prof. Dr. A. R. Shakoori

Abstract: The present study was conducted for the analysis and comparison of selected residual
antibioticsin broiler chicken availableinlocal market. The broiler samplesincluded muscle, kidney and
liver. The quinolonesincluded in this study were, oxolinic acid, nalidixic acid, flumequine, enrofloxacin,
norfloxacin and ciprofloxacin. An assessment of variation of these anal ytes (residues) in these samples
was made. The intertissue/organ comparison within each analytical technique and intermethod
comparison of results obtained by HPLC, UV spectroscopy and ion association complex techniques
were made. TL C was used to separate and identify the quinolone residues. Infrared (IR) was also used
for identification of theresidues. HPL C with ODS columnand UV detector and UV/ visible spectroscopy
were used for quantification of theresidues. Oxoalinic acid, nalidixic acid and norfloxacin residueswere
absent in all the samples. The “ ciprofloxacin—brilliant blue G” ion association complex was used for
ciprofloxacin determination using ion association complex technique. Good compatibility of the
spectrophotometric results was found with those of high pressure liquid chromatography.

Keywords: Maximum Residue Limits (MRL's), lon Association Complex Technique (IAC) and HPLC.

I ntroduction

Recently thescaeof growth of chicken, swine
and fish has expanded throughout theworld. The
density of the chicken, swineand fish growthisso
high at farms that infection often occurs. Large
amount of quinolone antibacterialsare appliedin
poultry industry, to prevent infectiousdiseases. The
poultry birdsaretreated with quinoloneantibiotics,
which inhibit the DNA gyrase formation [1,2].
Ciprofloxacin (CPRF), enrofloxacin (ENRF),
norfloxacin (NRF), flumequine (FLUM), ndidixic
acid (NAL) and oxalinic acid (OXOL) are the
fluoroquinolones/quinolonesfrequently applied to
treat the diseases. These drugstreat gonorrhoea,
bacterial gastroenteritis, skin and soft tissue
infections, complicated and uncomplicated urinary
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tract infections caused by gram positiveand gram
negative organisms. These drugs find extensive
applicationsinthefield of medicineand chemical
anaysis[3].

Thequinoloneshavebeen classified according
to their antibacterial spectrum; potency and
pharmacology. There is no widely accepted
classfication at present [4,5]. Thesearedividedinto
two categories. The first generation quinolones
include, NAL, OXOL, FLUM and piromidic acid
(PIRM), which have good antibacterial activity
againg gram negetivebacteria[6]. Their antibacterid
effect isno longer good asdrug resistant bacteria
have evolved[7]. The second category (the second
and third generation) includes fluoroquinolones
containing fluorineat C-6 position and piperazinyl
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ringa C-7 postion, suchasmarbofloxacin(MARB),
ofloxacin (OFL), danofloxacin (DNF), ENRF,
sarafloxacin (SRF), NRF and levofloxacin
(LEVOF). Thesehavebroad antibacterial spectrum.
They aresafedrugsand are effective against gram
positive, gram negative bacteriaand mycoplasma.
Sotheir antibacteria activity isgood[3,7,8].

The ever increasing use of quinolones,
fluoroquinolonesin poultry industry hascaused their
residua depositioninthe poultry productsresulting
inthedrug resistant bacteria. It hasbecomeamatter
of foremost importanceto screenthe poultry birds
of theseresdud antibiotics, downtothesafer MRL's
(Maximum ResidueLimits) set by internationa fora
Table1[9,10,11]. Variousanaytical techniquessuch
asatomic absorption, spectrometry, polarography,
AC-ostillopolarographictitration, differentia pulse
polarography, capillary zone electrophoresis,
spectrofluorometry and high performanceliquid
chromatography have been used for determination
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of thesedrugs. But thesetechniquesareeither very
expensive or not available at al at most poultry
productsquality control laboratories. Theultraviolet
spectroscopy and other spectrophotrometic
techniquesarethemost preferred and easy onesfor
assay of thedifferent drugsin biological samples.
Both these methods are simple and easy to apply.
The present communicationisaimed at testing the
vaidity of thesetechniquesinthequantificatin of some
residua antibioticsextracted from different organs
of broiler birds.

Materialsand Methods

The sampleswere collected randomly from
local marketssituated in Lahore. Thebroiler birds
camefromthebroiler poultry farmssituated inthe
outskirts of Lahore. The sampleswere collected
during the summer of 2004.

The quinoloneswereextracted, purified with

Tablel.
Maximum ResidueLimits(MRL’s) for quinolonesinforcein Europe[9,10,11].

Substance Marker Residue Species MRL (ug/kg) Tissue
Enrofloxacin Sumof Bovine 30 Muscle
enrofloxacin& Porcine 30 Liver
ciprofloxacin Poultry 30 Kidney
Ciprofloxacin Sumof Bovine 30 Muscle
enrofloxacin& Porcine 30 Liver
ciprofloxacin Poultry 30 Kidney
Humequine Humequine Bovine 50 Muscle
Ovine 100 Liver
Porcine 300 Kidney
Poultry 50 Fat, Skin
Sdlamander 150 Muscle, Skin
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bond elute cartridges and separated from one
another onlarge TLC separating platesspread with
the silicagel and cellulose using various sol vent
systemssuchasMe,CO: Et,O (7:3V/V) withsilica
gel platesand BUOH: isopropyl acohol: H,O (4:4:2
VIV), H,0: BUOH: HOAc (5:4:1V/V), MeCN:
H,O: Me, CO:a-Chlorohydrin (70:2.5:10:5.25 V/
V) and CHCI: MeOH: NH,OH (2:1:1) with the
celluloseplate[12]. NRF, OXOL and NAL were
absent. Known fractionsof total volume of each
samplewereusedfor TLC.

The UV spectroscopy and ion association
complex spectrophotometric techniqueswerethen
applied which are highly accurate and selective
methods. Their limitsof detection weregeneraly
sufficient for determination of residues. HPLC was
used asthe standard method to validate these. The
| AC spectrophotometric technique wasrestricted
only to NRF and CPRF. It selectively formsblue
coloured chloroform-soluble ion association
complexesduetother interaction with brilliant blue
G (BBG) inNaOAc-AcOH buffer of pH 4[13].

Extraction of the Residuesfrom Broiler Tissues

Broiler liver and muscle samples (10g each)
and 5g samples of broiler kidney were used for
extraction of quinolones. Phosphate buffer with
acetonitrilewas added to each samplewith magnetic
dtirring. Theextractswerefiltered by whatman filter
paper. Thisprocedure was repeated thricefor each
sample. Then activated charcoa was used for
decolouration and anhydrous sodium sul phatewas
used for dehydration of thesampleextracts. Defetting
wasdone by n-hexane saturated with acetonitrilein
a separation flask. Each sample was made up to
mark to 50ml by addition of deionised water.
Cleaning of the basic fluoroquinolones was
performed with abond elute (Varian, Walton-on-
Thames, UK) strong cation exchange (SCX) solid
phase extraction cartridge and that of acidic
qguinolones with AGMP-1 resin (Bio-Rad
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Richmond, CA, USA); anion exchange cartridge.

Preparation of 0.05% Chromogen Brilliant
Blue G (BBG) Solution

Stock solution of BBG was prepared by
dissolving 50mg of BBG in afew dropsof acetone
and made up to mark (100ml) in ameasuring flask
with doubledistilled weter.

Preparation of lon Association Complex
Standards of ciprofloxacin and norfloxacin

A seriesof working standardsof 1, 2, 3,4, 5,
6 ppm for CPRF and 2, 4, 6, 8, 10 ppm for NRF
were prepared from the 100 ppm stock standard
by taking their respectivevolumesinml equa totheir
respective ppm’sand making them up-to mark in
100 ml measuring flasks. Oneml from each flask
wastakeninto aseriesof 125 ml separating flasks.
A sodium acetate/ acetic acid buffer of pH 4 was
prepared and 5 ml of this buffer was added into
each flask having CPRF and 2 ml of it into each
separating flask having NRF wasadded. To each of
theflasksfor both CPRF and NRF, 1 ml of 0.05%
chromogen BBG wasadded. Then 10 ml chloroform
was added into each flask and shaken well. The
chloroform layer was dried by running it into
anhydroussodium sulfate.

Preparation of Samples for lon Association
Complex (IAC) Technique

The NRF scratchings NRF spots of each
sampleon TL C platesweretaken to dissolvethem
inafew dropsof acetone. But NRF wasnot | ocated
inany of the 15 samplesof layer liver, kidney and
muscle. CPRF scratchings of each sample was
dissolved in 1 ml of deionised water. 5 ml of the
buffer wereadded followed by 1 ml BBG into each
flask. Then 10 ml chloroform was added into each
flask and shakenwdl. Chloroformlayer wasretained,
dehydratingit with anhydroussodium sulfate.
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Fig 1. Chemical structures of quinolones (* = fluoroquinolones) involved in residual analysis.

Analysis of the (IAC) Samples

The absorbance of the standardsand samples
of CPRF were recorded at 610 nm and those for
NRF standardsonly (asNRFwasabsenton TLC
plate) at 614 nm. Standard calibration curveswere
plotted and concentrationsof samplesof CPRF from
layer’sliver, kidney and musclewereca culated. The

minimum limits of detection for CPRF and NRF
were 0.5 and 0.4 ppm and those maximum were 6

and 8 ppm respectively.
Analysis by HPLC

HPLC systems consisted of LC-9A pump
(Shimadzu), SPO-6AB, UV/visible spectro-



227

photometric detector (Shimadzu), CTO 6A oven
(Shimadzu), SCL-6B system controller, and CSW-
32 software. Theultrasonic cleaner (EY ELA Tokyo
Rikakal Co. Ltd.) was used for degassing the
samples, standards and mobile phase. Sartorius
filtration assembly (Germany) wasused for filtration
with nylonfilter of 0.451m pores(Germany). The
pH of themobile phasewas set by pH meter (Hanna
HI-8418). The extractants, solvents and mobile
phase constituentswere of HPL C grade.

The standards of 5, 10, 15, 20, 25, 30, 35
and 40 ppmwere prepared in HPL C mobile phases
whichwereasousedfor UV anadysis. Themobile
phase consisted of MeCN: phosphate buffer (35:65
vIv) addedwith 3.5mM SDS. Thewavel engthsused
were 279, 284 and 241 nm for CPRF, ENRF and
FLUM respectively. Theinjection volumewas201l,
the detector worked at ambient temperature and
flow-rate 1 ml per minutefor CPRF and ENRF and
1.5ml per minutefor FLUM. Themobile phasefor
FLUM consisted of 0.01 M Oxalic Acid:
Acetonitrile: methanol (6:3:1). As oxalinic acid
(OXOLN), NAL and NORFwerenct identifiedin
TL Ctechnique, thesewerenot estimated on HPLC.

Analysis of Samples by UV Technique

Thesamplesfrom HPL C analysisweretaken
off, dried gently on water bath, separated by TLC,
spotsfor CPRF, ENRF and FLUM were scratched
and redissolved in the respective mobile phases of
HPLC, and working standards from HPLC
techniquewereused. Absorbancewasrecorded on
U-2000 Hitachi Spectrophotometer Tokyo (Japan)
at 279, 284 and 241 nm for CPRF, ENRF and
FLUM respectively. Calibration plotsweredrawn
and sampl eresidue concentrationswere ca cul ated.

I dentification and Quantification of Residues

Quinolones (NRF, CPR, ENRF, OXOL,
NAL, and FLUM) wereidentified in the samples

Habib Amjad et al

by comparingtheir | R spectra, migration valuesand
retention times of standardswith those of unknown
substances in the samples using their respective
mobile phasesin case of HPLC and UV detection.
Estimations were made (1) by using standard
calibration curves, and (2) by using therelation of
“peak area/ppm” calculation from the standard
calibration curve values of the peak area and
concentrations. NRF, NAL and OXOL were not
located and identified by TLC technique. These
could not beidentified by IR aswell. Hence these
wereabsent. Only FLUM, ENRF and CPRF were
present.

Statistical Treatment

Thedatistica treatment givento theandyzed
datawere (i) Ftest, (ii) Student “t” test, and (iii)
comparison of correlaion coefficientsof theanayzed
residues. All thethree statistical treatmentsof the
anayzedresidual datavalidatethetest techniques
with referenceto an accepted reference technique
(HPLC). The correlation coefficient isused asa
measure of correlation between two sets of data
(resdues).

A correlation coefficient “r” canbecaculated
for acalibration curve to ascertain the degree of
correlation betweenthem. Asagenera rule, 0.90<
r<0.95indicatesafair correlation, 0.95<r <0.99
agood correlation, and r > 0.99indicates excellent
correlation. Anr > 0.99 can sometimes be obtained
withcare.“r” may rangefrom+1to—1. [tiscommon
practiceintheclinical chemistry literaturewhen
comparing two methods to analyze a series of
samples over arange of concentrations by both
methodsand calculate acorrel ation of resultsof one
method with those of the other. In this paper the
correl ation coefficients between theresidual data
obtained by UV and | AC techniqueswereseparately
caculated. The coincidence betweenthe“r” values
with respect to sign and numerical valueshowsthe
degree of agreement and conformity between the
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twotechniques. Hencethistrestment givesusafinger
print comparison between the test and reference
techniques. Ftest and “t” test decide that the test
technique differs within permissible limits
internationally accepted. The correlation coefficient
givesafinger print agreement of atest technique
(UV and1AC) withthereferencetechnique (HPLC).
Hencethe numerica vaueof correlation coefficient
holdsthe same statistical significanceasthe F test
and“t” test[14].

Results

Theresults (Table 2) show averageresidual
concentration of antibiotics; CPRF, ENRF and
FLUM inbroiler samples. FLUM wasnot foundin
muscle but was detectableto asmall extentinliver
and kidney. CPRF wasdetected inliver, kidney and
muscle but to alesser extent ascompared to ENRF.
Therewasdlight intra-analyteresidua difference
betweenthe UV and | AC test methodsand standard
HPL C method. The concentration of theresidues
of variousantibioticsin various samplesaccording
toHPLC and UV indecreasing order was. CPRF:
BL>BK>BM, ENRF: BK>BL>BM, FLUM:
BK>BL (FLUM wasabsent in broiler’smuscle).
The order of concentration of CPRF residues
according to IAC technique was: BL>BK>BM.
OXOLN, NAL andNRFwereabsentinal samples.
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Moreover the level of concentration of these
quinoloneswas dependant upon their lipophylicity.
Thusthe morelipohyhyllic ENRF wasin higher
concentration and thelesslipophyllic CPRFwasin
lower concentration. Theleast lipophyllic FLUM had
theleast concentration.

Discussion

Thevdidity of theUV and | ACtechniqueswas
established by “F” test and “t” test of the results.
Table 3 shows F-Test datafor the test techniques
(UV and IAC). Thetabulated F-Test value for 4
degrees of freedom is6.39 and all the calculated
valuesin the Table are below thisvalue, showing
that variances of both methods (UV and IAC) do
not havedatisticaly sgnificant differencesfromthose
of thestandard method (HPL C) for theintra-anadyte
resduesof al thethreebroiler samples. It asomeans
that the standard deviations are due to manual
handlings and not due to the determinate errors
including thosein sample preparation. Hence student
“t” test was performed to test thevalidity of boththe
test methods. Table4 showsthestudent “t” test values
for both thetest techniquesfor CPRF residuesand
for only onetechnique (UV spectroscopy) for ENRF
and FLUM residues involving liver, kidney and
muscle samples. All the calculated values (2.776)
for 4 degreesof freedom and 95% confidencelevdl.

Table 2.
Mean residual antibiotic concentration (mg/kg) intheliver, kidney and muscleof broiler chicken.

Antibiotic HPL C Technique UV Technique IAC Technique

resdues Broler Broiler Broller Broller Broiler Broller  Broiler  Broiler  Broiler
Liver Kidney Musle Liver Kidney Musle Liver Kidney Musle

CPRF 250.25 146.08 87.81 2449 14032 8529 24534 143.602 85.39

ENRF  1430.41 2143.79 709.87

FLUM 3060 524 Nil 29.65

1425.86 2136.88 703.72

*N.D. N.D. N.D.

50.97  Nil N.D. N.D. N.D.
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Henceboththetest techniquesweredaidicaly vaid,
at thesametimenot differing significantly fromthe
standard (HPL C) technique.

Tables 5 shows intra-residue inter-organ
correlation coefficient for HPLC, UV and IAC
techniques. For examplein case of CPRF estimated
frombrailer liver and kidney, thevaluesof “r” were
-0.7949, -0.6972 and -0.7672 for the abovethree
techniquesrespectively. All thethree“r” valueswere
negativeand of about the same order. But in case of
ENRF and FLUM estimated from different organs,
thetwo techniquesHPLC and UV show “r” values
of thesamemagnitudeand sign. Table6 showsintra:
organinter-residue correlation coefficientinwhich
thesame organ hasthesamevalueand sign evenif
estimated under different techniques. For example,
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for broiler kidney the*r” valuesfor ENRF/CPRF
residuesunder UV and HPL C techniqueswere—
0.18292 and -0.17569. Hencetherewasvery fine
complementarity and symmetry of thesignandthe
degreeof thecorrelation, proving thevdidity of the
test techniques according to the internationally
acceptable standards. The higher CPRF residual
concentrationsinliver ascompared totheseinkidney
and muscle are attributable to (i) the metabolite
formation from ENRF to CPRF by de-ethylation,
(i) higher ratesof excretion of CPRF fromthekidney
as compared to that of ENRF due to its lower
lipophylicity than ENRF (iii) thelower capacity of
binding of CPRF than that of ENRF and (iv)
unsophisticated amountsof dosagesadministered to
the poultry birds. In case of inter-tissue/organ
difference of ENRF residuestherelatively lower

Table 3.
F-Test valuesfor thetwo test techniques (UV and | on Associ ation Complex Techniques).
Antibiotic | AC Technique UV Spectroscopy
Residues Broiler Broiler Broiler Broiler Broiler Broiler
Liver Kidney Muscle Liver Kidney Muscle
CPRF 1.2417 1.0654 1.3820 1.1766 1.0720 1.0572
ENRF N.D. N.D. N.D. 1.3356 1.0020 1.0266
FLUM N.D. N.D. N.D. 1.0591 1.0552 Nil
ND: not detectable
Table4.
Thestudent “t” test valuesfor the UV and |AC Techniques.
Antibiotic | AC Spectroscopy UV Technique
Residues Broiler Broiler Broiler Broiler Broiler Broiler
Liver Kidney Muscle Liver Kidney Muscle
CPRF 1.4855 0.5008 0.8417 15 0.2148 0.9249
ENRF 0.02701  0.01353 0.11964 N.D N.D N.D
FLUM 0.04763  0.03946 Nil N.D N.D N.D
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Tableb.
Correlation coefficientsfor resdud antibioticsestimated inbroiler liver, kidney and muscle
using different andytica techniques.
Antibiotic Inter-TissueCorrelation HPLC uv IAC
Residues Correlation Technique Spectroscopy Technique
CPRF Broiler Liver/Broiler Kidney -0.7949 -0.6972 -0.7672
Broiler Muscle/ Broiler Liver -0.7672 -0.754 -0.75497
Broiler Muscle/ BroilerKidney ~ +0.8588 +0.8365 +0.8427
ENRF Broiler Liver/Broiler Kidney +0.701935 +0.496378 N.D.
Broiler Muscle/ Broiler Liver +0.7741 +0.787252 N.D.
Broiler Muscle/ Broiler Kidney  -0.12089 -0.10502 N.D.
FLUM Broiler Liver/Broiler Kidney +1.00 +0.994871 N.D.
Broiler Muscle/ Broiler Liver Nil Nil N.D.
Broiler Muscle/ Broiler Kidney Nil Nil N.D
Table®6.
Intra-organ inter-residual coefficient of correlation.
Inter-resdual UV Spectroscopy HPL C Technique
Correlation Broiler Broiler Broiler Broiler Broiler Broiler
Liver Kidney Muscle Liver Kidney Muscle
ENRF/CPRF  -0.76444 -0.18292 +0.369166 -0.72765 -0.17569 +0.433429
ENRF/FLUM  +0.023683 -0.3628 Nil +0.030345 -0.34816 Nil
CPRF/FLUM  -0.05929 -0.32938 Nil +0.054266 -0.32809 Nil

ENRFinliverisattributabletoitsprimary metabolite
formation[15] and itshigher kidney residuelevels
areduetoitshigher lipophylicity [ 16]. Thedecreasng
order of residual amounts of quinolones was
ENRF>CPRF>FLUM. This is exactly in
accordance with their decreasing order of
lipophylicity asshown by their log D values. The
decreasing order is also in accordance with the
residual amountsof quinolonesin kidney, liver and
muscle [17]. The essence of the work is that the

results obtained by test techniques do not differ
sgnificantly fromthereference (HPL C) technique
thereby providing authentication of these easily
applicableand cheaper techniques.

Thiswork enablesthe common laboratories
tomonitor thequinoloneresiduesin poultry products.
Thevdidationtests“Ftest” and“t test” have shown
thetest techniques(UV and IAC) to bestatistically
equivaent for thedetermination of theresdues. Also,
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thevaue, sgnand symmetry of correlation obtained
by different test techniques show their degree of
accuracy and equivalence with the reference
technique. Those samples are deviating samples
which have some residue larger that MRL'’s set
internationdly. The ENRF and CPRFintheandyzed
sampleswere higher than MRL's. However these
samplesdo not have any residua NAL and NORF.
FLUM residues were detected only in liver and
kidney of the broiler birds and not in the broiler
musclesamples. TheFLUM residud leve of kidney
and liver wasbelow safer maximum residuelimits
internationally accepted (Table 1). Theseshould be
grictly monitored by sufficient washingtimeperiods.
The samples should also be monitored for the
guinolone resistant pathogenic bacterial species
related to the respectiveresidue.
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Abstract: A study has been carried out on blood groups, representing a random population sample
from urban and rural areas of Gujrat region, Province of the Punjab, Pakistan. Blood samples were
collected from the patientsvisiting the Aziz Bhatti Shahid Hospital, Gujrat. The objective of thisstudy
was to determine the frequency of different blood groups and their allelesin thisregion, which would
not only help in blood transfusion services, but also eliminate the risk of erythroblastosis and some
other diseases. Blood grouping was carried out over aperiod of 12 months from January 2004 to De-
cember 2004, and encompassed 2647 subjects, in which 80.59% were male and 19.41% female. The
blood groups were categorized according to ABO/Rh system and alele frequency was determined
according to Hardy-Weinberg law. The distribution of phenotypes in the total sample was 0.2489,
0.3691, 0.0688 and 0.3132 for groups A, B, AB and O respectively, with Rh-positive (R) 0.7958 and Rh-
negative (r) 0.2042. Thedistribution of the allelesinthetotal samplewas 0.1740, 0.2229, 0.0435 and
0.5596, for A, IB, IAIB and i, respectively. From these studiesit was concluded that phenotypically B

group was dominant in the Gujrat region, with ahigh allelic frequency of O group.

Keywords: Alleles, gene frequency, blood groups, Rh factor, transfusion

I ntroduction

Theregulation of ABO blood group systemis
under the control of ABO geneexpression[1]. A
lossof blood group A antigen expression hasbeen
reported in Bladder cancer, caused by theallelic
lossor methylation of ABO gene[2]. Researchon
ABO group system has been of immenseinterest,
duetoitsmedical importancein different diseases.
The ABO blood group systemisnot only important
inblood transfusions, cardiovascular diseases, organ
trangplantation, erthroblastos sin neonates, but aso
one of the strongest predictors of national suicide
rate and a genetic marker of obesity [3-8]. A
sgnificant deficit of group O hassuggested that there
may be susceptibility to devel op osteoarthrosisin
normal hip-joint and spina osteochondrosis[9,10].

* Author for correspondence.
E-mail address: anees 4 _9@hotmail.com

Thegenetic history of aperson can beknown
by studying the blood groups|[ 11]. For instance, type
Obloodisthe oldest blood and showsaconnection
to the hunter-gatherer cultures. Thisblood typeis
grongly dignedwith highanima protein consumption;
individuasgenerally produce higher somach acids
and experience more incidence of gastric ulcer
disease than the other groups. Blood group A is
primarily associated with vegetarian food sources
andindividudsinthisgroup secretesmdler amounts
of ssomach acid and havelesser chancesfor gastric
ulcers, heart diseases, cancer and diabetes[12].

ThecarbohydrateantigensA, B and O appear
to belocated onthelong arm of theautosomal locus
at chromosomenumber 9[13], which congtitutethe
four blood types. ThegenesymbolsIA, IB, IAIB
and i are often used to denote these alleles. Two
aleles, Randr, areresponsiblefor theinheritance
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of rhesusblood groups, with R denoting Rh positive,
andr being Rhnegativeallele. Genefrequency takes
into cons deration the numbersof variousgenotypes
inthepopulation, andtherelativedleefrequencies
are determined by application of the Hardy-
Weinberg Law [14].

The present study iscarried out to record the
phenotypic and genotypicfrequency of variousaldes
intheblood groupsof asample of thepopulationin
the Gujrat region, Punjab, Pakistan. The study has
suggested that the blood group frequencies of this
regionaresimilar tothe Asian communities[15], in
the sequenceof B>O>A>AB, withthehighest allele
frequency of Rh positivein the studied Pakistani
populations. Thesefiguresarereported in thehope
that they may be used asreference for studies of
ABO blood groupsby hedth planners, whilemaking
aneffort tofacefuturehedlth challengesinthisregion.

Materialsand Methods
Subjects

A total of 2647 subjects, comprising 2133
(80.59%) male and 514 (19.41%) females, were
screened for blood grouping. The subjectsbelonged
to both rural and urban areas of Gujrat, Punjab,
Pakistan.
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Collection of blood samples

A 2.0ml sampleof blood wasdrawn fromthe
antecubital vein of each subject in a disposable
syringe, and transferred immediately to a tube
containing ethylenediaminetetraaceticacid (EDTA).

Determination of blood groups

Blood grouping was done by the antigen-
antibody agglutination test. Theantiseraused were
obtained from Plasmatic (Kent, UK). PlasmaicABO
monoclond reagentsareinvitro culture supernatants
of hybridizedimmunoglobulin secreting mousecell-
line. For determination of Rh factor, plasmatic anti
D (1.0g) Lo-Duand L O-Du2 monoclonal reagents,
prepared from different antibody producing human
B-lymphocytecdll lines, were used.

Results

Table 1 shows the phenotypic frequency of
ABO blood groupsinthe studied popul ation, with
gender distribution. Thedistribution of phenotypes
inthetotal samplewas0.2489, 0.3691, 0.0688 and
0.3132for groups A, B, AB and O respectively.
Phenotypically B group wasdominant and AB was
rareinbothmaesaswel asfemdes. Table2 depicts
thedigtribution of dldefrequenciesof ABO antigens
inthestudied population, in comparisonwith certain

Tab

lel.

Phenotypic frequencies of variousblood groups (ABO and Rh) inthe studied.

Blood Groups Total Subjects Male Subjects Female Subjects
Complete Rh+ Rh- Complete Rh+ Rh- Complete Rh+ Rh-
A 0.2489 0.2475 0.2830 0.2705 0.274 0.2683 0.2289 0.2329 0.2207
B 03691 0.3652 0.4622 0.3623 0.3687 0.3092 0.3636 0.3571 0.3158
AB 0.0688 0.0680 0.0849 0.0346 0.0210 0.1680 0.0893 0.1021 0.0981
@) 03132 03193 0.1699 0.3326 0.3362 0.2545 0.3182 0.3079 0.3654
Totd 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
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earlier studies. Thedistribution of theallelesinthe
total sample was 0.1740, 0.2229, 0.0435 and
0.5596for 1A, IB, IAIB andi respectively, indicating
that theallelic frequency of O positive group was
higher than theother blood groups. Table 3 compares
thedistribution of allelefrequencies of Rhfactor
antigensinthe Gujrat population with earlier sudies
ondifferent populations. Thedidributionof Rhaldes
was0.7958 and 0.2042 for R and r gene, suggesting
thedominanceof Rhpogtive. Thestudied population
exhibited thefrequency intheorder of i>1B > 1A >
IAIB and R>r respectively.

Discussion

In the study under discussion, the relative

M. Anees & M. Shabir Mirza

frequency of the various blood group allelesdoes
not seem to deviate from those which have been
recorded inthepast for most of the Pakistani regions
(Table 2). This study has demonstrated that
phenotypically, therewasadominance of B blood
group (B=0.3652, 0=0.3322, A=0.2475), but the
alele frequency of O blood group was higher
(0=0.5596, A=0.1901, B=0.2503), than the other
blood groups. Thesefindingsareinconsistent with
theresultsobtainedin earlier studiescarried outin
Wah Cantt (0=0.5400, A=0.1813. B=0.2450) and
Punjab division (0=0.5760, 0.2440, B=0.1380),
but significantly higher from the other regions of
Pakistan (Bannu, O=0.2507, A=0.3103, B=0.3623,
Peshawar O=0.3100, A=0.2800, B=0.3400, Swabi,
0=0.3220, A=0.2760, B=0.3040, Hazara,

Table

2.

Alldicfrequency of blood groups(ABO) studied in different popul ations.

Frequency of blood groups

Populations A B AB O References
AmericanIndian 0.0390 0.0110 0.000 0.9500 16
Turky 0.1220 0.1213 0.0085 0.7398 17
Nairobi (Kenya) 0.1580 0.1261 0.0239 0.6900 15
Sudan 0.1814 0.1235 0.0268 0.6683 18
Kuwait 0.1608 0.1400 0.0265 0.6678 19
W.Germany 0.2565 0.081 0.0225 0.6400 20
Ukraine 0.2360 0.2250 0.0704 0.5760 21
Hungary 0.2766 0.1218 0.0423 0.5593 22
Nigeria 0.2443 0.2388 0.0275 0.4894 23
Kenya 0.2620 0.2200 0.0440 0.4748 15
Britain (UK) 0.4170 0.0860 0.0300 0.4670 25
India 0.2470 0.3750 0.0530 0.3250 25
Bannu (Pakistan) 0.3103 0.3623 0.0767 0.2507 26
Peshawar (Pakistan) 0.2800 0.3400 0.0700 0.3100 27
Swabi (Pakistan) 0.2760 0.3040 0.0880 0.3220 28
Hazara (Pakistan) 0.2400 0.3200 0.1100 0.3300 29
Bahawal pur (Pakistan) 0.2100 0.3600 0.0600 0.3700 30
Wah cant (Pakistan) 0.1813 0.2450 0.0517 0.5400 31
Punjab (Pakistan) 0.2440 0.1380 0.0420 0.5760 32
Gujrat (Pakistan) 0.1740 0.2229 0.0435 0.5596 Present study
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Table3.
Frequency of Rhantibody allelein different populations.

Allelefrequency

Populations R r References
Nigeria 0.9430 0.0570 23
Azad Jammu and Kashmir 0.8480 0.1520 33
Kenya 0.8030 0.1970 24
Sudan 0.7436 0.2564 18
Bannu (Pakistan) 0.6720 0.3280 26
Lahore (Pakistan) 0.7170 0.2830 34
Idlamabad (Pakistan) 0.7290 0.2710 35
Wah Cantt (Pakistan) 0.7300 0.2710 31
Peshawar (Pakistan) 0.7680 0.2320 27
Gujrat (Pakistan) 0.7958 0.2042 Present study

0=0.3300, A=0.2400, B=0.3200, Bahawalpur,
0=0.3700, A=0.2100, B=0.3600). However, the
data for the American Indians, Turkey, Nairobi
(Kenya), Sudan, Kuwait, W.Germany, Ukraine,
Hungary, Nigeria, Kenyaand Britain, presentedin
thesame Table, revea sthat thereis dominance of
Ogroup, inthese populaionsin contrast tothe Indo-
Pak sub-continent, in which both B and O groups
show comparable frequency. The least reported
group in al the populations has been AB. These
studies suggest that the heterogeneity in these
populationsisdueto the genetic and environmental
factorswhich arerespongblefor varying frequency
of theblood groups|26]. Perhapsthe environment
of the Indo-pak region helpsin the expression of
blood group B alleles, which are progressively
dominatinginthisregion, rather than the oldest O
blood group.

Intermsof presence of Rh antibody alleles,
thedatafrom severd studieson Pakistani aswell as
African, British and other countriespopulationsis
comparedin Table 3. The present study hasshown
0.7958 Rh positive allelesand 0.2042 Rh negative
cases, which are very close to those for Kenya
(R=0.8030 r=0.1970) and Peshawar (Pakistan,

R=0.7680, r=0.2320) populations, suggesting that
there is no significant difference between the
frequencies for these populations. However the
frequency of Rh positivealleleswaslessthan the
Nigerian population (R=0.9430, r=0.0570). These
findingssuggest that Gujrat popul ation seemsto show
the highest rate of Rh positive allelescompared to
the other regions of Pakistan studied sofar (Table
3).

It is well known that blood groups are
associated with severd diseases, likecardiovascular,
obesity, osteoarthrosis, erthroblastosisin neonates
and many other diseasesespecidly, osteoporossand
suicide rate in different nations [2-12]. The
prevaenceof ogteoporogsintheproxima femur and
lumbar spineaveraged2.3- and 1.7-fold higherin
womenwith blood type AB than inthosewith blood
type O. Thus, ABO blood group status seemsto
haveasignificant relationship to the preva ence of
osteoporosisin postmenopausal women [36]. Lester
[ 7] hasrecently demonstrated that Blood typesare
one of the strongest predictors of national suicide
rates. He studied that inasample of 51 nations, the
suicide rateswere negatively associated with the
proportion of people with Type O blood, while



237

homiciderateswere positively associated with A
and B blood groups. Thedatagenerated inthe present
study may beuseful for heglth planners, whilemaking
effortsto face the future health challengesin the
region. Inshort, generation of asimple database of
blood groups, not only provides data about the
availability of human blood in case of regional
calamities, but also servesto enable insight into
possibilitiesof future burden of diseases.
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Abstract: Theaim of this paper isto build up the U(1)- gauge theory for fermionsin the curve space-
time such as Kerr-Newman-K asuya space-time. The Kerr-Newman-K asuya space-timeisnot a black
hole space-time but it has the common feature with the black hole space-time that it has horizon.
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tetrads

I ntroduction

Carmeli and Carmeli derived the Klein-
Gordan, Weyl, and Dirac-type equations on

Rx s3topology by simply going from the
momen-tum to the angular momentum
representation [1,2,3]. Sen [4] obtained the most
genera Lagrangians for the Dirac, Weyl, and

Majorana fermions. Sen’s work offers an
excellent description of fermions in the space-

timegx g3. Dariescuet al. [4] developed aU(1)-

gauge theory for massive fermionic fields
minimally coupled to a curved space-time such
asKerr-Newman black hole space-time. Dariescu
and Dariescu [5] also developed the tetradic
Lorentz-gauge invariant formulation of the
SU(2)xU(1) theory in gx g3space-time. To
develop a U(1)-gauge theory for massive
fermionic fields on curved space-time such as
Kerr-Newman black hole space-time, they used
the Dirac-type equation and the U(1)-gauge
invariant Lagrangian. In this paper, the U(1)-
gauge theory for massive fermionic fields
minimally coupled to a Kerr-Newman-Kasuya
space-timeisstudied. The Kerr-Newman-K asuya

e-mail: ebiswasmat@yahoo.cpm

space time is the Kerr-Newman space-time
involved with extra magnetic monopole charge.
This monopole hypothesis was propounded by
Dirac relativity long ago.

TheKerr-Newman-K asuya space-time

The Kerr-Newman-Kasuya space-time is
described by the metric

2
ds? ={r? +h?cos? @ |:| dr +d6ZH
( )HZ—Zmr+e2+h2+I2 H
+sin26%2+h2+h2§n29(2mr_ez_lz)%qbz (1)

r2+hcos?@ =
H 2mr-e2-12 Hdtz_ZhsjnzB(Zmr —e2—I2)
r2+h2005205 r2 +h?cos’ 9

dt dg

where m, h, e and | are the mass, angular
momentum per unit mass, electric charge and
magnetic monopole charge parameters
respectively. This is a solution to the Einstein-
Maxwell equations with electromagnetic vector
potential

e (dt-hsin?¢ d¢)

d 2
A r? +h®Cos?®0 @

The space-time given by (1) encompassesall the
black hole space-times, which are asymptotically
flat. Specially, the metric (1) includes:
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(i) Kerr-Newmann black hole space-timewhen
[=0.

(i1) Kerr black hole space-timefor | =e=0.

(iii) Reissner-Nordstrom black hole space-time
if I=h=0.

(iv) Schwarzchild black hole space-time when
|=e=h=0.

This metric can be transformed to Boyer
coordinates under the proper coordinate
transformation such as

0 ) 0
x‘t=gp=hcosf ;o =-+;q=r;7=t-h 3
{ } P o d ¢E ©)
with the suitable adjustment of the parameter

X(p)=h*-p2;Y(@)=q*-2mq+e? +h? +12  (4)

Therefore, the metric (1) can be written as

2 2

ds? =P 29 gp2 4 zf _(dr +g°do)? +
p*+q

()

2+ 2 Y
p qqu_ >
Y p+

7 (dr - p%do)?®

Thismetric representsthe Kerr-Newman-K asuya
space-timein Boyer coordinates, which hasbeen
studied in detail by Plebanski [7]. After asuitable

choice of the null complex tetrads { ¢»*} which
consists of two complex conjugate null vectors
m,m and two real null vectors

K, K, s {w®} ={mm,k;, Kk} :

=
3 100y 2 p*+q’ 1 ©
W —kl——2 p2+q2(dr—pda)— v dqg
1 D Y p2+q2 D
4 _ 1, _ 2
W' =k = p2+q2(dr p’do )+ 7 dqg
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the metric (1) becomes in the smple form

ds’ = 2(W'w’ - w'w*) = g,w'w’ )
with
B.) 1 0 O
0 0 0 op
= (8)
(gab) O O _1D
0 -1 0 E

Field equations

For the massive fermionic complex fields
Y theU(1)-gaugeinvariant Lagrangianisgiven
by

1 v
L:WV“DNQU’LM’W_‘.U‘*ZFWF“ (9)

where y*is the generalized Dirac gamma
metrics, the U(1)-gauge field-strength tensor is
defined as

F* =g, A -9, A -(9"0,9" - 9"9,9" Ja,, A° (10)

and the gauge-covarint derivative is defined as
D,y =0y+igAY, and its h.c. (12)

here U Y betheL evi-Civitacovarint derivative

and g isthe gauge coupling constant. Under these
assumptions, the Dirac-type equation isobtained
in the covarint expression

: 1 "
y“(%ﬂ%)ﬂ-z VYV +My =0 (12

The Dirac-type equation governs the particle in
curved space-time, and the Maxwell equations
with sources can be expressed in the standard
form

. 1 "
v“(a,, +I9&)ﬂ-zraguy“v yPg+My =0 (13)

which will be generalized for the case of a null
tetradic base {e},a=1,4. To build up a U(1)-
gauge theory of a massive fermionic complex
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field in the curved space-time described by the
metric (7) we use the U(1)-gauge invariant
Lagrangian. The general expression for the
covarint derivative (11) becomes,

Dy =04 +igAY , anditsh.c. (14)
and the Lagrangian (9) as
L=WVaDaW+MW+%FabFab (15)

Theelectromagnetic tensor f a can be expressed
in the base of coordinate (p,q,0,7)

F® = wiw)F" (16)

Therefore, the essential components g are
given below

Fro X ae  PPHQT a_ pPHA

PPt T X -pY T XA pRY T (17.1)

E%(q“x—p“Y)Eﬂp“qz EJ,X(‘JZXWZY)EHPZ“]Z Epéﬁz

B (pz +q2)2 X -piY P (p2 +q2)2 2% + poY

N A3+i A (17.2)

p2+q2 WP p2+q2 a9 Y p +q X

p’+g® . pito?
A A

p+qzAp g°X+pY 7 X-Y T
Ek(q X - pY)d p’+q’ ><+sz Hp? +q2E EAZ_
0 (o +af e brea) BXVED (175
OX (X =Y) P2 + ¢ E X(@x +pY)q p’+ ESM
Hor+qf BX- Y (preqef corX+ P EPE

+
- 2 qu q ,03+ p qz A,rs
p +q a‘X-p'Y a*X + p’Y
2
q

orlatx - p)%q +ZEY(qX+p2Y p’+q’ E

5 (o rq) HrX-pY (p+t1)2 X+pYHE  (17.4)
YqX+p2Y pe+q° E,EN
p+q)2 X-pYEH

,%'i

_Qmj

+ (x- ) p’+q’
z+qz X+p2

2 2 2 2 2 2 2 2
Fore PPrA pt e PPRA - ps o PPTApz, PPTOpx o (17.5)
qgXxX-pyY -’ q X+pY - q°X+pY - X=Y

u_ Y a_ PG s p+qA

= A

p +q2 a q2x+p2Y ks X Y T
_Hatx-p* )Eqp“q2 v(o® X+p2Y)Ep +¢ 00
B

(p +q )2 X—sz (p +q )2 s (176)
Bv(x- Y) +o° +Y(q2>< +pY)d P+ AR
ap +q E -Y E} (p2+q2)2 @H X + p%Y LB

Elias Uddin Biswas

These components of F* allow us to put the
Maxwell equations (13) in the expression

eF*=7J" (18)

Finally the Dirac-type equation is derived
for the spinorial massive complex field Y coupled
to the Kerr-Newman-K asuya space-time. Using
the U(1)-gauge invariant Lagarangian (15) the
Dirac-type equation is obtained in the general
form

. 1
20, +igA W TV VYU MY =0 (19)

Hence, by working out the above Dirac-type
equation for the metric (5) can be expressed in
the form

y?(0. +igA W + My L.
(p?+q?f
o + 72X B2 (p? + )Y H-2qv
e, b,

8o Vyy2 (7 + v )- X (- v ]

Using (3) and (4) into the equation (20) we obtain
the Dirac-type equation for the metric (1) in the
following form

y*(0. +|9'°«E,1)l’+MI,U+D{(r +h*heosef y* +v) %,

hsme\/z{r +hzcosze}3
E{hzcosze(r m)+r(rm e - -y')2
HZ\/Z{r +h?cos’ {12 —2mr + ¢ +h2+lz) ﬁl =
%zl{hcose(\/r -2nr +é? +h2+I2)(y +y )V1 ZD
H \/Z{r +h?cos? 6}

Elzlrhsme(y -v*Vy +0
B\/Z{r +h2c0529} ﬁl

The result obtained in this paper
corresponds to the result obtained in the case of
the Kerr Newman black hole space-time when |
=0. Under this observation, weliketo claim that
this study encompasses the known result of
Dariescu et al. [4] inthe context of Kerr-Newman
black hole. So, it isinteresting to note that the
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U(1)-gauge theory for fermions not only exists
in the Kerr-Newman black hole space-time, but
also in the Kerr-Newman Kasuya space-time.
The Kerr-Newman-Kasuya space-timeis not a
black hole space-time but it has the common
feature with the black hole space-timethat it has
horizon.
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functions which could provide better results in getting the current distribution along the antenna.
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comparative analysis

Introduction

Method of Moments (MM) is widely used in
the solution of field equations to obtain current
distribution of wire antennas. Both, Hallén equation
defined by magnetic and electric potentials and the
electric field Pocklington equation, use the MM
procedure. Since the beginning, when Harrington
[1] established the method, a main task has been
the selection of base and weight functions to obtain
a computational efficient and reliable solution. Even
though the actual articles write mainly about MM
applications, we think that there is a pendent issue
related with the analysis of the best combination of
base and weight functions. This paper presents a
comparative analysis of 16 combinations for the four
more used functions; as a matter of comparison we
use the feed point impedance obtained for the
classical analysis and the MM solution of
Pocklington’s general equation for arbitrary bent
wires [2], applied to the well known half wavelength
dipole.

The Pocklington general equation

Starting with Maxwell equations, it is possible
to obtain the simplified general equation for arbitrary

E-mail: jsosa@ipn.mx; vbarreraf@ipn.mx; jlopezb@ipn.mx

bent wires [3], given by:

El :_ﬁ![Rz(szz —1- jkR)os'

— jkR

e I(s")ds" .

+(3+3ij—k2R2XR-s)(Ros')]f

Pocklington’s procedure applied to wire
antennas, supposes the current to be located over a
thin filament over the conductor, while the rest of it
is part of the free space (Fig. 1), considering
constant the transversal current distribution. As Fig.
1 shows, g' represents a unit vector parallel to the
conductor surface and s a unit vector over the

conductor axis, the conductor axis r(s) and the

current filament r' (s') are given by:

r(s)=x(s)i+ y(s)j+z(s )k ,
P (") = r(s')+ am(s). @)

where n(s) represents a unit normal vector to the
wire axis.

As is seen, both the filament curve and axis
curve are parallel to each other. Although itis possible
to choose an infinite number of filaments, in practice
the one which makes the easiest calculation is
selected. The Pocklington’s general equation, given
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Pocklington's equation

by (1) can be used for any geometry. The MM
solution is obtained after definition of unit vectors of
equation (2). The dot product ses' and position of

any point over the conductor’s surface r—r| is:

R=|R|=[r-r

= )G+ b6y & F + o)z . &)

Fig. 1. Geometry for an arbitrary thin wire.
The method of moments
Equation (1) has the form [4]:

If=g 4)

where L represents the integral linear operator, g is
aknown function (electric field) and s the unknown
function (the current), which should be determined
and MM represents the unknown 7, by a set of
functions inthe ; domain, ( £, f,, f;,--- ), as alinear
combination:

f=xa.f,. )

Thea, are constants to be determined and

the 7,, named base or expansion functions, are

arbitrarily selected. Substituting (4) in (5) and
considering the linearity of ; , we have:

Z(Xan,, =g. (6)

Equation (6) has y unknowns and it is
necessary to have y independent linear equations,
which are obtained taking the internal product of (6)
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with other set of functions, named weight functions,
inthe 7 domain, then:

20w, Lf,) = (,..8) ™

n

The internal product is usually an integral of
area. Equation (7) can be written in matrix form as:

[, 2, e 1= [0, )], ®)
[, 1=¢.

Ifthe inverse of [7] exists the «, are obtained
by:
lor, 1= 11 [[w, . ;)] (©)

Comparing (8) and (1), and using the linearity
of integral operator, the matrix of (9) can be written

as:
[2,,X1,)=(.,).

(10)

where [z,, ] and (v, ) are known as impedance and
voltage matrices, respectively, and are defined by

[5]:

1 2p2p2 1 o'

z, __J'RJW"’SJOC"[R (KR —1- jkR)s o s'+
S ik (11)

2p2 ' e ! '

(3+3/kR— KR XR.S)(R.S)]47IR5 dsds'
V, = [w,Elds (12)

Using (11) and (12), the current is:

(I” ) = [Z”U’l ]_l (Vm ) (13)

To solve (13) it is necessary to define the base
and weight functions; as is known, both functions
are selected arbitrarily. The most widely used
subdomain functions have been a subject of
research. Some discussion of these may be found in
[6,7], but the more often used functions are Dirac’s
delta, pulse, triangle and piecewise sinusoidal. This
paper make 16 combinations of these functions to
solve equation (13), trying to find the best one. Asa
matter of comparison, we use the feed impedance
of a half wavelength dipole obtained by the well
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known analytical method for thin wire antennas.
The four functions

The purpose of this paper is to show the
performance of combining the four most used base
and weight functions to establish the best
combination, considering a time and resources
computational efficiency, and reliable solution. The
used functions are described in the following
paragraphs.

Dirac’s delta: This function is the most used
as weight function, because it reduces in one the
number of integrations:

1 if s €As
S(s— = "
i (=5, )ds {0 elsewhere (14)
Pulse function: This is the most common base
function in the literature, and is given by:

()= 1 if (n—-1)As'<s'< nAs'
= 0 elsewhere (15)

Linear or triangular function: It attempts to
use a softer function at the cost of greater complexity,
and is defined by:

o )
S _Sn—l !

- if 5, _,<s'<s,
Sn _Sn—l
' '
S,q—Ss . , ,
; "N — n+l '
i(s)= P if s, <s'<s,,

n+l n (1 6)

0 elsewhere

Piecewise sinusoidal: It is a more
complicated function with a higher computational
complexity, but many authors suppose that it gives
amore exact solution. It is represented by:

sen k(s'—s'_ ) . : ,
—n U if s, <s'<s,
senlkls,—s,_,

i(s)= en k(s,"“ _S,') if s <s'<s, a7
senlkls,,, —s,

0 elsewhere

J. Sosa-Pedroza et al

Computational results

The following Figures show the results for the
16 combinations we make, for real and imaginary
components; they are presented in eight figures using
one as weight function and the other four as base
functions. The horizontal coordinate shows the
relationship between the length and wire’s radius.
The horizontal straight line is the reference impedance
for a half wavelength dipole, using the analytical
method. As is known, the real part in this case is
73 @ and 43 Q for imaginary part.
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As we can see, in computational results the
less reliable is de Dirac’s delta as weight function,
although pulse, triangular and sinusoidal base
functions are close to the analytical solution. The
curves for the pulse weight functions are closer and
softer than the former. It is interesting to see that the
triangular and sinusoidal base functions respond
almost in the same way, but there is a 15% to 30%
deviation.

The triangular and sinusoidal weight functions
respond almost in the same way, but Dirac’s delta
has higher desviation, mainly for the triangle function.
It is very easy to conclude that the best solution is
the piecewise sinusoidal function for both, the base
and weight functions (Galerkin procedure), but the
computational time is very high, compared with the
pulse or delta procedures, Table 1 shows the
computational time difference using a personal
computer Pentium 4 running to 1.8 GHz and 256
MB of RAM. We use the pulse as a base and delta
as a weight functions and reference time of

approximately one minute.
Table 1.
Time comparison
Base Functions
" Delta | Pulse | Linear| Sine
'g Delta | 0.1 1 2 2
é Pulse 1 40 80 80
gﬁ Linear| 2 80 160 | 160
g Sine 2 80 160 | 160

J. Sosa-Pedroza et al

The conclusion is evident. We have presented
a comparison analysis for the most popular base and
weight functions, considering the reliability and
computer time consumption. As can be seen, the
reliability runs contrary to time consumption. Under
our machine conditions, it takes almost fifteen minutes
for the best solution. This is something that requires
attention, although we think that it is necessary to
search for amore efficient integration procedure than
the Simpson’s rule we are using. Actually we are
working with other integration methods to reduce
the inefficient times.
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I ntroduction

We shall usethenotation and quantitiesof [1].
Lovelock [2,3] proved the following interesting
theoremvaidonly infour dimensions::

“If thetensor A’ dependsexclusively onthe
metrictensor g, and onitsfirst and second partial
derivaetives

Ai = Aj (9ans Gane Yapca ) (1)
andif it aso satisfiesthe continuity equation

then necessarily
A'=ad'+BG’', a,B =congants, (3)

R
where G, = R, e 0, istheEingteintensor”.

Noticethat denotescovariant derivativeand
besides[1] &'.; =G.’;; =0.In (1) thesymmetry

A, = A, neither required nor neededthat A’ be

linear in Q4 - We do not know specific
applicationsof thisLovel ock’stheoremto genera
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relativity, except asstated by Harvey [4].

Herewe shall employ (1), (2), and (3) to (a)
deducethestructureof the second fundamental form
of spacetimes embedded into E, for the case of
intringcrigidity [1], (b) giveaplainbutillustrative
demondtration of aL.anczosidentity [5] betweenthe
curvature tensor and its double dual [1], and (c)
obtain aLanczosgenerator [6] in GAdel geometry

[1.7].

(@ Spacetime of class one with intrinsic
rigidity.

AR, canbeembeddedinto E, if and only if
thereexiststhe second fundamental form b, = b,
fulfilling the Gauss-Codazzi equations[1]

Racij =&(b, bcj - baj B ), (4)

bji;c = bjc;i ’ (5)
where ¢ = +1 and R isthe Riemann tensor, thus
we say that such 4-space has classone. From the
Gaussrelation (4), itispossibleto deducethe
identity [8]

K 1 ac
ij = Té gij - 5 I:ﬁach ! (6)
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with the presence of the Lanczosinvariant [5]
KZZ*R*ijaC Rjac’ (7)

i*n terms oithe doubledud [1,6] of curvaturetensor
R ==n""R,"Nua, being Nia the Levi-
Civitatensor; besides[8]

& R ij~mn
p2:_6E!T4K2+erjG]G EEO’ (8)

If p# 0, then(6) permitsto construct explicitly a
b; verifying (4), andthenfrom (6) and (8) itisclear
that theintringcrigidity [9]

b : =b j(gab;gab,c;gab,cd)’ ©)
If into Codazzi equation (5) wesum cwith |
(' -b5'); =0, b=b's, (10)

then (9) and (10) imply that the tensor
A' =b' -bs’ satisfiestheconditions(1) and (2)
of the Lovelock’ stheorem. Thusit must havethe
structure (3) and therefore

b, =(a +b)g; + BG;, (11)

where a, 8 areconstants. But thesc:fHar curvature
R=-G',then(11) givesusthat b =~ (BR-4q),
thusfinally (11) takesthe generd expressionfor the
second fundamenta formof agpacetimewithintringc

rigicity
1
b, =BR; - 6 (20 + BR)g;, (12)
suchthat R; = R%ja istheRicci tensor.

Without theLovelock’sresult, itisvery difficult
to suspect the existence of (12). In other paper we
will study theimportant consequencesthat (12) has
inthelocal andisometric embedding of R into E,,
whenispresent theintringcrigidity.
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(b) A Lanczosidentity

We shall employ the Lovelock’stheorem to
show thefollowing Lanczosrelation [5]

I K, <
R jbpa Rbpq — 725]] , (13)

which usually is proved via the generalized
Kronecker’sdelta[3]. However, webelievethat its
deduction with the aid of (1), (2) and (3) will be
atractiveingenera reldivity.

Bianchi’sidentitiesfor the curvaturetensor in
every spacetimeare[1]

R + qubi:a + quia:b =0 (14)

paabi
or intermsof thedoubledud [6]

"R, =0; (15
Besides, itsknownthat 17 ., = 0, thenfrom (7)

* * (14) * *
Ky =2 RPR i = =2 RP®(R g0 + Rogan):

paab;i
=2R pqab(Rbpq;a ~ Rapan):
- s
=4R pqal;‘Rbpq;a = (4 R P Rbpq);a’
Thus we see that (1) and (2) are verified with

. K, i
A'=RIMR —7253, then (3) implies

* * ib) _ K i i
I:QJqubpq _Ef-l_aéb%] +BGiJ’ (16)
whose contractionof | and | givesus

BR-4a =0. (17)

_4a _
if B#0 then R= g~ constant, whichcouldbe
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vaidfor someparticular pacetimes, smilaly R=0
corresponds to an specific case. But we wish a
universal identity for any R, without restrictionson
its geometry, and by (17) this is possible only
ifa = B =0, thus(16) impliesthe Lanczosidentity
(13) g.ed.

() Lanczospotential for theGodel solution

The analysis of the invariant (7) led [6] to
discover, for arbitrary spacetime, thepotential K.,
withtheproperties:

Kabc = _Kbac ’ Kabc + Kbcal + Kcab = O’ (18)
Karr = O, (19)
Kabc;c =V, (20)

which generates the Wey!l tensor through the
expression[10]
Carr = Kary = Kary +Kas =K+ 0a Ky = 0K, + 0Ky =0, K, (21)

ri jra

where K;; =K;"j; =K

ji*

Given the conformal tensor, it may bevery
difficult to obtain aL anczospotentia by integrating
directly (21), but here we shall show that the

Loveock’sresult permitsto determine onesolution
of (21) for the Godel metric[1,7](signature+2)

ds? = —(dx})? — 2¢*"dx’ dx? —%e” (dxz)2 + (dxa)2 + (dx“)z, (22)
withtheinteresting structure
K —_

abc — “cab _ch;al Qab = Qba! (23)

whichverifies (18); thusthe symmetric tensor Q;
isagenerator of the Lanczospotential.

The Lanczos algebraic gauge (19) may be

M. Acevedo et al

satisfiedif in (23) weask the conditions
Q' =constant, (24)

ij;i = (25)

Besides, if weaccept that Q; dependslocally
ontheintrinsicgeometry of R,

Qr =Q, (9 Yaver Yaprea ) (26)

then (25) and (26) imply, viathe Lovel ock’ stheorem,
thet

Qup =00y, + Gy, (27)

thus Q' = 4a — BR isinaccord with (24) because
R =1 for the Godel solution (22). If now we put
(27) into (23), it resultsin

Kabc = a(Rca;b - Rcb;a)i (28)

which also verifiesthe Lanczosdifferential gauge
(20). Findly withthe help of (21), (22) and (28),

1
weconcludethata = _5 thatis,

Kijr :;(Rrj;i - Rri;j)- (29)

Thismeansthat, inthe Godel cosmological model,
theRicci tensor generates one Lanczos potential.
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Abstract: In the present study it is demonstrated that H - blockers such as triprolidine-HCI can be
determined by a very simple, sensitive and accurate spectrophotometric procedure. The method
consisted of interaction of triprolidine-HCI with dichloronitrobenzene in alkaline medium. Absorbance
of resulting orange colour was measured at 440 nm .The reaction turned out to be selective for triprolidine
—HCI with 0.005 mgml™' as the visual limit of identification and provided a basis for a new
spectrophotometric determination. The reaction obeyed Beer’s law from 0.05 mg to 0.15 mgml' for
triprolidine-HCI and the relative standard deviation was 0.60 %. The quantitative assessment of other

drugs was also studied.

Keywords: Triprolidine—HCI determination, dichloronitrobenzene, colour stability, analytical pharmacy

Introduction

Triprolidine hydrochloride (Fig.1) is a pyridine
derivative with the properties of antihistamine. It is
a potent histamine H -receptor antagonist (H -
blocker), with a rapid onset and long duration action,
almost up to 12 hours. It is probably effective for
the symptomatic treatment of seasonal and perennial
allergic rhinitis, vasomotor rhinitis, allergic
conjunctivitis due to allergens, foods and prevention
of allergic reactions to blood or plasma [1]. The
most common side effects are sedation, dizziness,
incoordination, gastrointestinal disturbances, nausea,
vomiting and diarrhea. It may also produce blurred
vision, dryness of mouth, tightness of chest, blood
disorders including agranulocytosis and
haemolyticanaemia [2].

In view of the importance of antihistamine
considerable analytical work has been carried out.

*Author for correspondence

In the reversed phase HPLC [3,4] and HPLC
photodiode procedures [5], 12.5 cm Nucleosil 100
t—5C ,bonded phase column with a mobile phase
consisting of methanol acetonitrile was used. A
0.01M potassium dihydrogen phosphate solution
was employed to adjust the pH to 6.8 [3] and UV
detection was carried out at 254 and 280 nm [4]. In
another HPLC method different UV absorption
characteristics of triprolidine hydrochloride have been
used to facilitate its determination in a mixture [6]. A
wavelength switching programme has to be
employed in this procedure. In the micro extraction
capillary GC procedure [ 7] headspace solid-phase
extraction was carried out followed by capillary gas
chromatography with flame ionization detection. The
recoveries in blood extraction were 4 - 51 folds
lower than those in urine extraction. In the capillary
electrophoresis procedures [8,9] the quality of
separation was dependent upon the sample diluent
used [8] and only basic drugs are screened from
blood [9] while most of the spectrophotometric



Triprolidine-HCI and spectrophotometry
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Triprolidine hydrochloride

NO2
Cl

Cl

2, L- dichloronitrobenzene

Fig. 1. Structural formula of triprolidine hydrochloride
and 2, 4-dichloronitrobenzene.

procedures [10-13] are carried out in the UV region.
Long and tedious procedures are involved in
chemiluminescent nitrogen detection in conjunction
with reversed phase HPLC, UV and MS [14] and
TLC/MS[15] exhibiting an average error of + 10
over the entire linear range of absorbance [14].
Triprolidine (trip) ion selective electrodes of three
types, i.e. conventional polymer membrane, graphite
coated and carbon pasted based on the ion pair of
triprolidine hydrochloride with sodium
tetraphenylborate were also employed [16]. A
kinetic method based on the alkaline oxidation of
triprolidine with KmnO, has also been reported [17].
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During the studies it was found that triprolidine-
HCl reacts with dichloronitrobenzene in alkaline
media to give an orange colour having maximum
absorbance at 440nm. The reaction obeys Beers
Law and has 0.005 mgml™' as visual limit of
identification. The colour reaction has not been
reported in the literature. The present method is
simple, accurate, precise and sensitive. Percentages
of other drugs have also been studied.

Materials and Methods
Apparatus and reagents

Cecil CE-2041 spectrophotometer with 1cm
Quartz cell was used to measure the absorbance
and graduated pipettes were employed. Analytical
grade chemicals and doubly distilled water were
used. Triprolidine-HCI (Glaxo Wellcome, Karachi,
Pakistan) standard solution (w/v) (1.0mgml ') was
prepared by dissolving triprolidine HCI (100mg) in
ethyl alcohol (20 ml) (BDH) and the volume was
made up to 100ml with distilled water to give a stock
solution, which was diluted further as required. A
1% (w/v) dichloronitrobenzene (BDH) was prepared
in ethyl alcohol and 1.0 N sodium hydroxide was
prepared in distilled water.

General procedure

To an aliquot of triprolidine-HCI containing
0.005 mg to 0.15 mgml! was added 2 ml of 1%
dichloronitrobenzene, 1ml of 1.0N of sodium
hydroxide and the contents were heated for 45 s in
a water bath at 65°C, cooled and the volume was
made up to 10 ml with ethyl alcohol. The resulting
absorbance of the orange colour was measured 440
nm, employing all reagents except triprolidine-HCl
as a blank. The experiment was repeated with
different volumes of standard triprolidine-HCI
solution and a calibration curve was prepared
(Fig.2). The colour reaction obeys Beer’s Law from
0.005 t0 0.15 mg/ml" of triprolidine-HCI.
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mg /10 ml —————

Fig. 2. Calibration curve of triprolidine — HCl with
dichloronitrobenzene.

Procedure for studying the interfering
compounds

To an aliquot containing 1.0 mgml'of
triprolidine-HCI, different amounts of various
compounds (1.0 mgml ') were added individually
until the solution showed the same(+ 0.01)
absorbance as that of pure triprolidine-HCl solution
without the addition of the organic compound, under
experimental conditions, as described in the general
procedure. The value was calculated as the
percentage of organic compound with respect to the
amount of triprolidine-HCl.

Procedure for the determination of triprolidine-
HCl in pharmaceautical preparations

Tablets containing 1.25, 1.5 and 2.5mg of
triprolidine-HCl were powdered, weighed, dissolved
in ethyl alcohol and filtered. The filtrate was diluted
with distilled water to get a 1 mg/ml'solution of
triprolidine-HCI. An aliquot containing 0.005 to 0.15
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mgml' was taken and the procedure was followed
as described above and the absorbance was
measured at 440 nm. The quantity per tablet was
calculated from the standard calibration curve.

Syrup containing 0.25 mgml' of triprolidine-
HCl was weighed, dissolved in distilled water and
filtered. If turbidity persisted, the contents were
centrifuged until a clear supernatant was obtained.
After filtration a 1.0 mgml™' solution of triprolidine-
HCl was prepared. An aliquot containing 0.005 to
0.15 mgml! was taken, the above procedure was
followed and the absorbance was measured at 440
nm. The quantity of triprolidine-HCl per 5 ml of syrup
was calculated from calibration curve.

Results and Discussion

Absorption spectrum of the coloured complex
Triprolidine-HCl reacts with dichloronitro-

benzene when heated for 45s at 65°C in basic media

to give an orange complex, the absorption spectra
of which under optimum condition lies at 440 nm

(Fig. 3).
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X
i 5/) A
Q
i : ]
3
& ¢
w
o
£ 0.804 /
ox0 \
i \ 000
. SRR N (N
350 400 450 500 550 600 650
____WAVELENGTH nm _ -
Fig.3. O Absorption spectrum of triprolidine hydro-

chloride with 2, 4-dichloronitrobenzene.
[0 Absorption spectrum of reagent blank.
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Effect of colour producing reagent

Dichloronitrobenzene was used as a colour
producing reagent. It was found that 2.2 mgml! of
dichloronitrobenzene gave maximum colour (Fig. 4),
above and below this concentration the colour
intensity diminished and the colour became unstable.
Effect of pH is shown in Fig. 5. Maxium colour
intensity was obtained at pH 13.6. This pH was
maintained by the addition of Iml of 0.1N sodium
hydroxide. The probable mechanism (Fig. 8) of the
colour reaction is that on addition of sodium
hydroxide, pyridine moiety is generated thus
furnishing a pair of electrons for interaction with
electron deficient dichloronitrobenzene. A charge
transfer complex is formed havinga & at440nm.
Charge transfer complexes are formed by interaction
between the basic N of antihistamine as electron
donor and the electron acceptor in this case
dichloronitrobenzene [18].

2 A
1.6 1
w
(&)
Z1.2
<
0]
S0.8
Q0.
M
<
0.4
0 I ' ' ' ' : , : !
4 8 12 16 20 22 24 28 32
mg/10ml
Fig. 4. Effect of reagent.
2
1.6
w gy
z
Z 1.2 ]
m
S
EI;O.B-
<
0.4 4
0 T T T T T 1 b
13 131 13.2 135 136 13.7 138

pH
Fig. 5. Effect of pH.
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Effect of temperature and heating time

The effect of temperature is shown in Fig. 6.
With the rise of temperature the colour intensity
increased and was stable at 65°C. The colour did
not develop at room temperature. The absorbance
of the developed colour was stable for more than
24 h. A water bath was used to carry out the
temperature studies. The effect of heating time on
colour intensity is shown in Fig. 7. It was found that
heating for 45 s at 65°C gave maximum colour,
above and below this time the colour intensity
decreased and was unstable.

27
16 A
1.2

08 -

ABSORBANCE

044 |

0 T L & T T T T T T 1

30 40 S0 60 65 70 80 90 100

TEMPERATURE ¢
Fig. 6. Effect of temperature.

1.6 1

0.8 ~
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0.4 A
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10 15 20 25 30 35 40 45 S50 55 60
TIME (SECONDS)

Fig. 7. Effect of heating time.
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Effect of organic solvents

Different organic solvents such as choloroform,
n-hexane, xylene, acetone, benzene, dichloro-
methane, dioxane, formaldehyde and tetra
hydrofuran, were tested for colour extraction and
for stability, but none was effective and therefore no
organic solvent was employed.

c} cl
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L~ 2 Olﬂ cl
e O
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|
2
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3

Fig. 8. Effect of pH.

Analytical Figures of Merit

The results for the determination of triprolidine-
HCl are shown in Tables 1 and 2, which show the
sensitivity, validity and repeatability of the method.
It is also reasonably precise and accurate, as the
amount taken from identical samples is known and
the amount found by the above procedure does not
exceed the relative standard deviation of 0.60%
which is the replicate of five determinations (Table
1). The optimization has been done at lower analyte
concentration. The calibration graph is linear in the
range of 0.005 mg to 0.15mgml!'. The apparent
molar absorptivity calculated was 2.81 x 10°and
the regression [19] was calculated by the method
of least squares from ten points, each of which was
the average of five determinations. The regression
cofficient of determination (r*) comes out to be
0.978.

Interferences
The quantitative assessment of tolerable

amount of different organic compounds under the
experimental conditions is given in Table.3. Various
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amounts of diverse interfering compounds were
added to a fixed amount of triprolidine-HCI (Imgml
") and the recommended procedure for the
spectrophotometric determination was followed.
Other common interferences, like buscopan, zantac,
septran, cimet,semidine and glucophage did not
interfere.

Table 1.
Determination of triprolidine - HCI
from pure solution.

Triprolidine-HCl  Triprolidine-HCl Percentage

takenmg/10ml  found “mg/10ml Recovery
0.100 0.102 (£ 0.60) 102.0
0.150 0.151 (0.58) 100.6
0.200 0.203 (£ 0.50) 101.5
0.300 0.290 (£ 0.39) 96.6
0.500 0.504 (£ 0.31) 100.8
1.000 1.042 (2 0.10) 104.2
1.200 1.210 (£ 0.08) 100.8
1.500 1.515 (£ 0.06) 101.1

‘Every reading is an average of five independent measurements

Table 2.
Optical characteristics precision and
accuracy of the proposed method.

Parameters Values
A (am) 440
Molar absorptivity (mol! cm™) 0.2814x 10*
Regression equation (Y)"

Slope (b) 0.7676
Intercept (a) 0.0021
Regression coefficient of 0.978
determination (1)

Relative standard deviation

(RSD%)* 0.60 %

% Range of error (confidence

limit) at 95% confidence level ~ 1.25+ 0.0022 %

"Y = a + bC where C is the concentration of analyte (mg/10 ml)
and Y is the absorbance unit.

"*Calculated from five determinations.
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Table 3. Application
Quantitative assessment of tolerable
amount of other drugs. In conclusion, the proposed method has been
Drugs Maximum Amount successfully applied for the quality control of pure
Not Interfering” (%) triprolidine-HCl and in the pharmaceutical dosage
Aspirin 200 form (Table 4). The spectrophotometric method for
Marzine 100

the determination of Triprolidine-HCl is simple,

Diclgfenac sodium 100 reliable, sensitive and less time consuming. The
qublprofen 100 statistical analysis is in good agreement with those
Avil . . 150 of the official British Pharmacopeia 1988. The colour
fﬁ;ﬁ:tl}?:;ifmm ;(5)8 reaction is selective for Triprolidine-HCI. The method
Propranolol-HCI 150 can be. sgccessfl'llly.a.pplied tf) th'e micro
Metamizole sodium 100 determination of Triprolidine-HCl either in pure or
Paracetamol 100 in pharmraceutical preparations. The colour reaction
Tbuprofen 100 has 0.005 mgml ™ as visual limit of identification. The
Buscopan 150 advantage of the present procedure is that it does
Bricanyl 100 not require many solvents whereas the HPLC
Fluoxetine-HCl 100 procedures [7-9] are long, tedious and expensive,
“The value is the percentage of the drug with respect to 1mg/ mVOlVlIlg njlany rf agents and solvents Sho-“-nng hlgh
10ml of triprolidine-HCI that causes +0.01 change in RSDvaluei.e. 12% [9] and the colour stablhtyvaned
absorbance.
Table 4.

Determination of triprolidine-HCI from pharmaceutical preparations.

Amount  Amount
Drug Trade Name Pharmaceutical Labeled found* Percentage
preparations (mg) (mg) recovery (%)

Triprolidine—HCl  Actidil (Glaxo Wellcome Tablet 2.5 2.52 100.6
Pharmaceutics,
Karachi, Pakistan)

Triprolidine—HCl  Actified P (Glaxo Tablet 1.5 1.51 100.6
Glaxo Wellcome
Pharmaceutics, Karachi,
Pakistan)

Triprolidine—HCI  Actified -DM Tablet 1.25 1.24 99.2
(Glaxo Wellcome
Pharmaceutics, Karachi,
Pakistan)

Triprolidine—HCl  Actidil Syrup 1.25mg/5ml1.246mg/5ml  99.6
(Glaxo Wellcome
Pharmaceutics, Karachi, Pakistan)
Elpomide (Elite Pharama, Pakistan)

* Every reading is an average of five determinations
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from five to sixty minutes in the TLC procedure [3].
The literature indicates that this colour reaction has
not been reported previously. The present method
is precise, accurate and other compounds like
buscopan, zantac, septran, cimet and semidine do
not interfere. A significant advantage of a
spectrophotometric determination is its application
to the determination of individual compounds. This
aspect of spectrophotometric analysis is of major
interest in the analytical pharmacy, since it offers a
distinct possibility of quality control in the assay of
pharmaceutical dosage formulations.
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Abstract: We have calculated the Landau-Lifshitz pseudotensor for various spherically symmetric
systems as preparation for alater study for the case of rotation, which may be of interest in
astrophysics. The systems we considered are the static spherical star, the Schwarzschild geometry,
the collapsing spherical dust ball of uniform density and the general pulsating or collapsing star.

Keywords: Landau-Lifshitz psudotensor, spherically symmetric systems, Schwarzschild geometry

I ntroduction

The point to point distribution of energy-
momentuminthegravitationa fieldisnon-unique
[1,2] in the theory of general relativity. Thisis
inescapabl e becauseit isawayspossibleto change
coordinatesto maketheframelocally Lorentz at
any chosen event. Gravitation must, however, make
acontribution to the energy of asystemsince, for
example, the mass of astar islessthan the sum of
therest massesof itsindividua particles. Inproving
conservation laws of momentum and angular
momentum for isolated systems, one can construct
entities, which describe the energy-momentum
content of thegravitational field. Theseentitiesare
called energy-momentum pseudotensors[3-10].
Thedistribution of energy-momentum depends|[1]
on the choice of pseudotensor and on the choi ce of
coordinates. Besides, the total momentum and
angular momentum or thetotal energy radiated into
theasymptoticaly flat space surrounding anisolated
source al so depends on the choi ce of pseudotensor
or coordinatesused inthecalculation [ 11].

E-mail: jlopezb@ipm.mx

Einstein [12] was the first to introduce a
pseudotensor, whichisnot symmetric and does not
giveavolumeintegrd for thetota angular momentum.
Inthiswork we have chosen the Landau-Lifshitz
pseudotensor [2,13,14], which is symmetric and
leadsto volumeintegralsfor momentumand angular
momentum. Pseudotensorshave been used [15,17]
ingtudiesof gravitationa self-energy.

L andau-L ifshitz ener gy-momentum
pseudotensor

TheLandau-Lifshitz (LL) pseudotensor t/,’
isdefined by writing the Einstein equationsinthe
form[2,13,14]:

HEwe  =16m(-g)T™ +tt )=16nTe @)

where

HE™ =™ q™ -g™ g**

9" =/-gg" )
and

a a a 1. v
ton(-gkif =a”,, o, -0, 9™+ 9%, Y, 07, 20,0, 0
P av Vo a 1 a
do?a® ., +9”a,, )+ g,,0"°a,, q““,p+§(29 gt - gt g ) 3

09, , 90 ~ G0 8, 1 077,



Landau-Lifshitz energy momentum pseudotensor

The conserved momentum and angular
momentum of anisolated system aregiven by:

The conserved momentum and angular momentum
of anisolated system aregiven by:

P = J T (@
- j(X”TL”E’ w ~XTE o Jx,

with the conservation law T/ " 4., =0 In the

expressions above, x# are asymptotically
Minkowskian coordinates.

Somegeometrieswith spherical symmetry

a) Themetricfor agphericaly symmetric
darisgivenby:

-1
ds® = -e**dt® + EL—ZT(r)@ dr? +r2dQ2. (5)

We change coordinates t,r,0,¢ to t,x* x?, x°

where r2 = (x1)2 + (x2)2 + (x3)2
asymptoticaly Minkowskian coordinatesthemetric
takestheform:

ds® = -e**dt? + g, dx' dx’ (6)
suchthat

. In the new

2m(r)[] _
r@ 1 (7)

A short calculationyieldsthefollowing result
for theeffectiveenergy density:

1
_g(TOO +tE(L)):8r[r2(rA),r ©)
b) We consider next the Schwarzschild
geometry with metric:

3 .
2

in Kruskal-Szekeres coordinates[2,18,19]; r(u,v)
isthe Schwarszchild radial coordinate.

A
gi,~=r7Xin+5ij A=§1—

ds? = —dv?)+r2dQ? (9)

Thecoordinatetransformation:
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_1v

u=2M Ln[(u +a) —v2] , V=4M tanh (10)

which coverstheregion (u +&)CM
wherea> 0, putsthemetricintheform

o= ZSA e # [uraP ~v?](@uz -ave)erzanr (11)

The additional coordinate transformation from
v,u,0,¢ to asymptotically Minkowskian

coordinates v, x*, x? , x®
where (ﬁ)2 = (xl )2 + (xz)2 + (x3 )2 ,gives

_2M xx de dx’ (12)

; ewm [(u+a —v]dv +BA5

ds® =

2

with A= lrjz and B =-g,, — A.Thefollowing

expressionisobtained for theL L energy density:
)o-(A?).).s] @3

The space-likehypersurface y = constant includes
thesngularity atr = Owhen v islarger thanapodtive
number whichdependsona. Theintegra of — gt°
over any of thesehypersurfacesgivesM, asit should.

1 -
-gtl = p— [Z(UAB

c) Wenow repest thecdculationfor thecase
of the Schwarszchild metric in comoving
coordinates.

Thisisappropriate to connect to an interior
Friedman solution for the case of acollapsing ball
of dust. In Novikov coordinates[20], themetricis
writtenas:

®
ds? = —dr? + R 1%%@@2” d0? (14

and in terms of the new radial variable
R=2M(R” +1):
ds? =-dr? + f(r,R)dR? +r?(r,R)d Q* (15)

Thenew coordinatest, x*, x?, x°, where
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R? = (xl)z + (x2)2 + (XS)Zareasymptoticdly
Minkowskian and thus (15) adoptstheform:
B o
ds® =-dr® + @Aéij e %X, de' d<’  (16)
2

being A=|;2 and B = f — A.ThentheLL energy

dengity, isgivenby ardationsmilar to (13):

L frae).o (/). ). ) am

-gtYy =

d) Thecollagpsinguniformdensity ball of dust
hasaninterior Friedman solution:

ds? = —dr? +a?(r )|dx? + Sn*’xdQ?|, (18)
with a(r) = ;am (1-Cosn ) and

1 .
T= 2 am(n +8nn ) Thisgeometry connectsat

the surface x, of the ball with the exterior
Schwarzschild solution (15) using the radial
coordinate R =a,,Sn x , then (18) implies:

2 2p2
ds* =drt +p T EdR2+aa|§ dQ’ (19

We further change the coordinates 7,R,6,¢ to

r,x',x* x%, where R? = (xl)2 + (xz)2 + (x3)2,
then the new coordinates connect to the exterior
asymptotically Minkowskian coordinateswhich
were used in (16). Thusthe LL effective energy

density — g(T® +t% ) isgivenby (17) with:
a2
Ca

a
A , B=o 5. (20)

2
m

Theinterior contributiontothetotal energy
M onart= constant hypersurfaceis

MR, .
16(R, —2M) (1+Cosn )*, (21)

JH. Calenco et al

whereR  istheradial (comoving) coordinateof the
surface of theball. Thiscontribution decreasesand
becomes zero when the dust hitsthe singularity at

m
a(r)=0for7 = - @n. Theexterior contributionto

the total energy is M minus the value above for

T
T EE a,, and M for later times.

Findly, the LL effective energy density of any
metric of theform (15) isgiven by expression (17)
2

r
Setting A=§ and B=f - A.
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ON CERTAIN CLASS OF ANALYTIC FUNCTIONS
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Abstract: P[[A,B ]and Q: [A,B ]denote classes of functions analytic in the disc

E ={z :|z |<1} defined by a bounded radius rotation functions. In this paper we have obtained

the distortion theorems, coefficients estimate, some radius problems, geometrical properties and
studied convolution conditions.

Keywords: Analytic, starlike, convex, positive real part function, bounded radius rotation, convo-
lution

Introduction

Let A denote the class of analytic functions f(z) in £ ={z :|z |<1}, given by
f(D=z+)a,z", (1)
n=2

and let S, S* and C be classes of functions in A, which are respectively univalent, starlike and
convex in the unit disc E.

Janowski [4] introduced the class P[4,B] as follows:
Definition 1

An analytic function in E given by the form P(z)=1+C,Z,+C,Z*+ ... belongs to P[4, B] if it
satisfies the condition

_1+4w (2)

T e

1<B<A4X<1,

where, w(0)=0 and |w(z)|<1.P[1,-1]=P (the class of analytic function with positive real part
satisfying Rep(z)>0).

E-Mail N_Al-Dihan@Hotmail.com



Definition 2

An analytic function in E given by (1) belongs to S*[A,B],-1<B<A<I, if and only if,
o (2)
/()

belongs to C[A,B], if and only if,

€ P[A,B] and S*[1,-1]= S*. Also it is well known that an analytic function given by (1)

'E) _ piy B and 111
) P[4,B] and C[1,-1]=C.

Definition 3

A function feA is close to convex denoted by K[A,B,C,D] if 3 a starlike function
g(z)eS*[C,D] such that Zf—(Z) € P[A,B] and K[1,-1,1.-1]=K (the well known close to convex

glz)

class due to Kaplan).
Definition 4

Let P (a),k =22 and 0<o<l, be the class of functions p analytic in E and have the

representation

15 1+(1-20)ze ™
p(Z)=5£—-du(t) :

l—-ze™
where L(¢) is a function with bounded variation on [—mt,7 | and satisfies the conditions

[du®)=2 , [ldu@)|<k.Wenotethat k >2 and P,(a)=P[1-2a,~1]=P(a) are the class

of analytic function with positive real part greater thano . It can easily be seen [5] thatp € P, (o),
if and only if, there exist two analytic functions p,,p, € P(a) such that

P)=22 5,652 )

Let R, (o) denote a subclass of A of functions of bounded radius rotation of ordera .
Then fe R, (o), if and only if,

Z»j’: éz))ez;(a) , k>2 | zeE )

I tis clear that R, (o) =S*(a).

Let f be given by (1) and g given by g(z) =z+ Z a,z" € A . Then the convolution f*g is

n=2



defined by (fg)(z)=z+ ) a,b,z".

n=2
Definition 5

Let feA. Then fbelongs to P”[4, B] if it satisfies the condition

f(Z):1+AW(Z)
g(z) 14Bw(z)’

whereg € R, (a),-1<B <4 <1,w (z)is regular, w(0)=0 and w(z)<1 and 0<a <1.
Definition 6

Let Q7[4,B] denote the class of functions F(z)=z ' +c,+c,z +c,z > +..., which are
regular in 0 <|z |<1 and satisfy the condition

Fiz) [1+4w(@) ]

G(z) |1+Bw(z) |’
where —1<B <A <1,w(z) is regular in 0<|z |<1 and G(z)=z '+d +dz +d,z" +... , is of
bounded radius rotation of order o , i.e.

_zG'(2)
G(z)

eP (o) , 0<lz k1.

Distortion theorem for the class P,”[4,B]

Theorem 1

If f eP’[A,B],thenfor |z |=r,0<r <1
(k-2)(1-0.)/2

1-Ar (1-7r) <
I—Bl" (1+r)(k+2)(l—ot)/2

1+ A7 (147)F 2000
1+Bl’ (l_r)(k+2)(l—a)/2

f @)l

3)

This result is sharp.

Proof
Sincef € P’[4,B], we have



[@) _1+4w(z) _1<B <A<l
g(z) 1+Bw(z)

where ge. R, (o) . By Schwarz's lemma, we have|w (z ) [<|z |.

If pz)=FtAWE) i cp o 4<1 . thenitis well known [4] that p € P[A.B] and
1+Bw(z)
satisfies
1-Ar 1+Ar
< < 4
&, |p(z)] T B, (4)
Further if g(z)is a function of bounded radius rotation of ordera , then by [7]
1= ) k-21-a)/2 14 )k 2102
4= g ) ©)

(1 + },)(k +2)(1-a)/2 (1 _ r)(k +2)(1-a)/2
equations (4),(5) together imply the inequality (3).

This result is sharp, if we take

1+A4z (1+9 z )(kfz)(lfm)/2
| : > ]91 ‘:‘92‘:1-

z)= and ¢(z)=
p( ) 1 Bz g( ) (1+922)(k+2)(1—a)/2

Remarks

1. Ontakingk =2, we have a result of Ganesan [2].
2. Ontaking k =2,B =-AP and 4 = with w (z) replaced by —w (z), we get the result of
Goel and Sohi [3].

Coefficient estimates for the class P’ [4,B]

To find the coefficient estimates for the class P”[4,B ], we need the following lemmas:

Lemma 1 [4]
Let p eP[4,Blandp(z)=1+ c,z" . Then [c,|<4 -B .
n=l1
Lemma 2

IfpeP, (a),p(z)=1+Y c,z" ,then |c, [<k(1-a).

n=l1



Proof

This can be easily seen using Lemma 1 and the relation

P2 ) - )

with A=1-2o and B=-1.
Using Lemma 2, we can prove Lemma 3

Lemma 3

Letg €eR, (a),g(z)=2z +b,z* +bz” +.... Then
b, <k (1-a) and |b, \s@(k _ka+1).

Proof
Letg e R, (o). Thenzg'(z) = P(2)g(z), P(z) e P, () . If g(z) =z +b,z” +...
andp(z)=1+c,z +c,z° +..., then

2 +2b,z° +3bz  +..=(z +bz  +bz  +.)(+cz +c,z 0 +..)

Equating the coefficient of z *and z* on both sides and using Lemmal and Lemma 2, we have

2b, =c, +b,
|0, [l e, [<k(1-a)

and 3b,=b,+ch, +c,

2 _ 2 _ _
b, 1= b2c1+c2|£k (I-a) +k(1-a) k(1 “)(k(l—a)+1).
2 2 2
Theorem 2
Letf e P[A,B], wheref (z)=z +Zanz " . Then
n=2
la,|<(1-0)k +(4 -B)
and
la,[< (4 —B)+k(1-0)(4 —B)+k(12_a)(k—koc+1)



These bounds are sharp.

Proof

Sincef € P[A4,B], there exists a function g € R, (o) such that
f(z)=g()p(iz) , peP[4,B].

Ifg(z)=z+)b,z"

n=2

and pz)=l+cz +c,z” +...,

then
z+a,z’+az’ +..=(z +bz’ +bz  +.)(+cz +c,z 7 +..)

Equating the coefficient of z *and z* on both sides and using Lemma 1 and Lemma 3 we have
a,=b, +c,

la,|F(1-a)k +(4 -B)

and a,=c,+b,c, +b,

la, [< (4 —B)+k(1-a)4 _B)+k(12—oc)

(k —ko+1).

This result is sharp as can be seen by the function

(I_Z)(k—Z)(l—OL)/Z 1+AZ
(1+Z)(k+2)(lfoc)/2 1+ Bz :

@)=

Remarks

i. Ifk =2, this result agrees with the result of Ganesan [2] and when k =2,4 =3 ,B =-A,
these results correspond to the result of Goel and Sohi [3].

. IfB =0, we get ]% =1+Aw(z) and if £ =2 in E, the inequality

g\z

la, [£A(n—-1)+n,n =2 with sharp bounds as discussed in [3] is also obtainable.

Argument of @) when f € P”[4,B]
3

To discuss the argument of the class P*[4,B ], we need the following Lemma:



Lemma 4

Letf €R, (o). Then

il €)
z

<k(-a)sin"r.
Proof

It is well known that if fe R, (ot ), then there exist two functions s,,s, € S* (o) such that

Thus arg fZZ)I = Ik Z 2 arg SZZ(Z) _k ; 2 arg SZZ(Z)I
k+2]  s,(2) k-2  s,(2)
< 1 arg z | + 1 arg z | .

It is known [8] that if s € S*(a), then

argﬂ < 2(1 —oc)sin’1 r.
z

Hence arg& <k(l—a)sin™ r.
z

(1-at)
Sharpness is satisfied for f(z) = (1 - Glz) (kizj )
(1+ 622)(170‘)[7J

Lemma 5 [4]
Let p e P[4,B]. Then

p(z)

arg——=
z

S Sin_l M .
1— ABr?

Using Lemma 4 and Lemma 5, we can prove



Theorem 3
Let f € P*[4A,B]. Then

1( -B)r

<k(l—a)sin”' r +sin
1-ABr®

WG

Proof

Sincef € P*[4,B], therefore

f(z)=g()p(z),p(z)eP[4,B] and g €R, (o) . By Lemma 4, we have

g( ) <k(-a)sin"r (6)
and by Lemma 5, we have
|argp(z )|Ssm : (1 Aﬁ)r (7)
Using (6) and (7), we have the result.
Sharpness follows by taking
f(z):1+Aelz 0 =1 ®)
g(z) 1+B0z ’ ‘
and
1407 )(-0)k-2)/2
g(Z):( : )17a k+2)/2 ’ 0, [=1.
(1+0,z )2
Then
arg? C) _ g1 A=B)r
g(z) 1-ABr’
and

arg g(z) = arg(l +922 )(17(1)(1«72)/2 +arg(l +622 )(l—a)(k+2)/2
z



Using Lemma 4, we have
arg&z) =(-a)ksin'r )
z

Using (8) and (9), we have that

1( _B)’”

=(l—a )k sin”' r +sin
1-ABr®

arg

/@)
z

Remark

For k =2 again this result agrees with the result in [2], and when 4 = >0, B =-AB and
replacing w (z )by —-w (z ), we have the result of Goel and Sohi [3].

Some radius problems for P,”[A4,B]

Lemma 6 [1]

Letp e P[4,B]. Then for z € E
o—[(A-B)P +20A4]r+ad’r’
zp'(z) (1-4r)1-Br)
Re{ocp(z)JrB oz )} L+B 5
B +
A-B (A-B)1-r

if R <R,

LK) -pa-4B)} i Ry <R

where

1/2
R, =(ij R, = 1_2: L =(1-A)1+A4r*) and K, =(1-B)(1+Br?)

This result is sharp.
Lemma 7 [7]

Letg € R, (o). Then

ReZE(2) 1=k -a)r + (1-20)r"
g(z) ~ 1-r?

Further, since, g € R, (o) implies 22'2) = f(z)e P, (o) , we have forall fe P, (a)



1-k(1—o)r+(1-20)r’

Re f(z2)>
(2) —

Theorem 4

Let f €P’[4,B].Then

Rezf "(z) >{Ml(r) for R <R,

f(z) - M,(r) for R,<R, )
where
Ml(r):1—k(1—(x)r+2(1—20c)r2_ (A-B)r ’
1-r (1-Ar)(1-Br)
v (r)zl—k(l—oc)r+(l—20c)r2 L A+B | 2 {(LK )%1 —(1—ABr2)}
? 1—r A-B (1-r*fa-B) "

and R,,R,, L ,andK | are defined in Lemma 6 .
Proof

Sincef" € P[A4,B], there exists a function g € R, (o) such that

S _ p(zye P[4, B]
g(2)

Using logarithmic differentiation, we obtain

#f'(z) _zg'(z) zp'(2)
i@ gk p@)

and

ReMZminRem+minReM.
f(z) g(z) p(z)

Using Lemma 6 with oo =0, 3 =1 and Lemma 7, we have the result.

Sharpness of the bounds follow if we choose g,(z)(i =1,2), of bounded radius rotation of
order a such that

10



' _ _ 2
1+ Az and zgl(z):1+(1 a)z+(1-20)z .

Case I: If R, <R,, wetake P, (z)= , 5
1+ Bz g,(2) 1-r

zP(z) - (A-B)r
P(z) (1-Ar)(1-Br)

zP(z) _ (A-B)z

Then =
P(z) (14 A4z)(1+ Bz)

.Thus at z=-r,Re

fz(z)_1+AW1(Z)

= and
8> (Z) 1+ Bw, (Z)

Case 2: 1f R, <R,, we take p, (Z)=

! _ _ 2 —_
g'(2) = L4 k(1o (2)+ (1= 2w with w,(z)= M , where ¢, defined by the condition
g(z 1-w (z) (1 - clz)
Re LWI(Z) =R, at z=-r.
1+ Bw, (z)
oy P4 (4-B)w(2)

pa(z) 1+ 4w )1+ Bw, ()
2
In fact from the inequalitiesR, <R <c+ p, wherec= 1= ABr” (A — B)r

, p= and we have
1—p2 " PTiCp

1—Ar 1+ AT 1+ Ar
< < ,T:wl(—r).
1-Br 1+BT 1+ Br

Hence |T|<r and T2< r? which yields

2 2
MSW . Thus |C1|S1
(l+rc1)

, =) 2z-c,)
Further |zw1 (z) -w, (z] =————, forw, (z) =,
1-|] (1-cz)

I-R r(r—c)
— :T: 1 = 1 .
=T = (1+c™)

2 2
r =T

z=1r: 1—1"2 :

r’ =T i rz(l—qz)
_ d —
-0 =) (4gr )

and [zwl' (Z) -wW (Z )]

11



Now Re[Zpé(Z)}z (4-B) {T_FZ—TZ}

p,(z) | (1—4T)1- BT) 1_ 2

1

2
Using T = 1R with R, = (1~ A)(l A ) (see [1]),
B (1-B)1+Br?)

and simplifying, we have Re[ Zliz((zz))l__r = j J_r ]l; + (1 - rziA - B) {(LIKl )% - (1 — ABr? )} ,

where L, = (1— Al + 42} K, = (1= B)1 + Br?), (see[1]).

Thus the equality in our theorem holds at z=-r for

_1+Az
1+ Bz

fl(z) gl(z),ile <R,

1+ Aw, (z)

and for fz(Z):m

gz(Z),iﬂez < R, ,where gl(Z),gz(Z)ERk(OL) .

Theorem 5

If f eP*[4,B], then f is starlike in

Iz < rn, for R <R,
r, for R,<R,’

where R, and R,are defined as in Lemma 6 and 7, r, are respectively the positive roots of the
following two equations

(I-k(A-o)r+(1-20)r*)Y1-Ar)1-Br)—(A-B)r(1-r*)=0
-k (=0)r +(1=20)r* )4 = B)+(1=r*)A4 +B)+2[ (LK )'"* ~(1-4Br*)|=0
where K, and L, are defined in Lemma 6. This result is sharp.

Proof

It follows from Theorem 4 that iff € P*[A4,B ], then Re Z? ((Z)) > M,(r).ifR, <R, and
z

12



ReZ ), M,(r),ifR, <R . Then

of'(z) (- k(1) + (1= 20)* J1 - 4r)1 - Br)- (4~ By(1-1*)

Re f(z) > (I—I”ZXI—AV)(I—BV) >0,f0mll|z|<r1

IfR, <R,and

N Zf,(z)z( —k(l—oc)r+(1—20c)r2XA—B)+(1—7"2XA+B)+ 2[(L1K1)z —(I—ABrz)} e
/) (e (R

all, ifR, < R, .

For special cases see [2] and [3].

Lemma 8

Let g,(z)andg,(z)eR, (o). Then G(z)=(g,(z))"(g,(z))"z""*" belongs to R, (at,)
wherea, =1-(1-a)(p+7y).

Proof

A logarithmic differentiation yields

ZG’(Z)_ Zgl’(z)er 2g5(2)

G(Z) P gl(Z) Zgz(z)+(1_(p+y))

= pK,(z) +yK,(z) + (1= (p +7v))

where K, andK , € P, (o). From the definition of P, (o), there exists /,,i =1,2,3,4 € P(a) such that

Z((;;(,EZ)): p|:k1‘2hl(Z)_¥hz(Z):|+Y[kZth(Z)—¥h4(z)}+(l_(p +Y))

It is well known that if he P(a), then h(z) can be written as
h(z) = (l —a )p(z) + o, whereRe p(z)>()

and

13



Zg(iz)) ) p{¥[(l_a)pl(z)+a]} P %[(1—00172 +a ]+

k+2 k-2

v = [0-a)p; +al-y —=[1-a)p, +a]+ (1-(p +7)).

(10)

Since the class P is a convex set, then

PP, (Z)+yp3(z) _H, (Z) and PP, (Z)+YP4(Z) =H, (Z),
p+y Py

where Re H,(z)>0,i =1,2. Hence(10) can be written as
zG'(z) k+2p, o
)2 ap 1))+ - -a)p +1 )

_Eizm_axp+yy5@)+h—0—aXp+vm

206+ 2 T € Pla Jand

o, =1-(1-a)p+v)

This shows that G e R, (@) .

Theorem 6
Let f,,f, € P'[4,B] . Then
F(z)=(f1(z)" (f,(z))' "™
belongs to P"[4,B], where a, =1—-(1—a)p +v) .
Proof

Let G (z) be given byG (z) =(g,(z))° (g,(z)) z "*". Then

F(z) =[fmz)j" (fz(z)jy
G(z) g,(2) g,(2)

=(h ()" (h(z) ., (p+y)<l,

where h,,h, € P[4,B].

14



Hence FF e P'[4,B],0, =1-(1-a)(p +7).
Some geometrical properties

In this part we shall investigate the behavior of argf (z)at a point w (0) = F (re'®) to the
image I', of the circle Cr ={z :|z |=r},0<r <1 and where 0 is any number of the interval

(0,2 ) under the mapping by means of function f* from the class p,'[4,B]. We have

Theorem 7
If FeP[A,B]and 0<r <1, then for 0, <6,,0,,6, €[0,2n]

0, (re™)

> +{1-(1-a)k +(1-2a)}(0, —0,) + 2arcC oslA B

where -1<B<A<]1 and 0<o<1 .

Proof

Iff ePk“[A,B],thenjﬁ:p(z),wherep e P[A,B].
g(z)

Thus

L) e E) 2 (E)

(11)
f(z) g(z) p(z)

Letz =re® ,0<r <1,0 €[0,2n]. Integrating (11) with respect to 8 in the interval
1[6,,6,1,6, <6, , we have

jRe%de = argf (re'™)—argf (re')

i0 0, i0
_jR reg'e”) Ld0 + [ Re P e 4o
g(re") a o ple™)

1

Sincef € R, (o), it follows that

re' g(i’e’e)de 1-k(1- (x)r+(1 200)r*
g(re™) - 1-7?

0,
min jRe 0,-6,), See[7].

€R, (a
geR ( )91

15



Now in the second integral, we observe that

reiep!(reie)

0 0 0 . 0
R ! :—R — 1 ! :R -
arg p(re”) P e{ ilnp(re )} e ()

00

Consequently

i0
JR {re p're )}de—argp(reiez)—argp(reiel)

(re’)
and
max J‘Re rep (rele)de max ‘argp(re’ 2)— argp(re’e‘)‘
peP[4,B] 0 (rele) peP[A,B]
Using Lemma 5, we have
i0 1 (4 -B)r
max argp(re'’”’)=sin ———
peP[4,B] gp( ) 1— ABr?>

i0
jRem P 4ol

i0 _ i0
penple}le ) p(re’e) pg&)}B]‘argp(re )‘ mm ‘argp(re )‘
Slen_lw
1-ABr
o —2cos !t AZBI
1-ABr
Hence

L A=B)r 1-k(-a)r+(1-2a)r

0,-0).
1—-ABr> 1—7? ©.-6)

argf (re'”)—argf (re'”)>-n +2Cos

The value of the right side is depending on the value of r and it takes its smallest value at » =1.
Thereby we obtain the required result.

A convolution conditions for p,;[4,B]

In 1973, Rushweyh and Sheil-Small [9] proved the polya-Schoenberg conjecture, namely, if
[ is convex or starlike or close to convex and ¢ is convex then f* *¢ belongs to the same class. In

the following we shall prove the analogue of this conjecture for the class p;[4,B ]and give some
of its applications. We need the following lemma with simple modification.

16



Lemma 9 [6]

LetfeR, (o). Then G =f *¢ e R, (o) where ¢ is convex in E
Theorem 8

Let F e P'[4,B] and ¢ is convex. ThenF *¢ € P*[A4,B].

Proof:

Let Fe P [A, B]. Then F (z)=P(z) g(z) , where g belongs to R, (o) and P(z)eP[A,B].

%
follows from the Lemma 9 that g*¢ € R, (o) . Then F *j; e P[4,B].
g

Remark

As an application of Theorem 8, we have the following

(1) The family P,"[4,B] is invariant under the following operators.

If ©)

E(f) = dg =(f *¢)(z)

Fz(f)ZZ—Jf(é)di =(/ *,)(=)

1/ ©)-f(x0)
Pl
=(f *¢;:)(z)

1+c 7

F(f)——j&‘ /©)dE . Rec>0

d¢ , |x|<1 , x #1

where F(f,(z))=(f *¢,)z) and ¢,(i =1,2,3,4)are convex univalent functions which satisfy

0()= Zl —log(l-2),
2 =2z +log(1-z
05 =)z = 2 roeC=2)],

n=

o0

I-x" 1 1-xz
z z" = lo x €1, x #1,
0, (z) = Z (l—x) o8 | x |

1+c
z z" ,Rec>0.
d,(z) = ;Hc

17
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Now let D, F(z)=(1—A)F(z)+ AzF " (z) =}, * FX2)orrrommrreomriomeoereeeereeereeeronn. (12)

z[1-(1-Az)]

where A>0 and let y, (z) = |
-z

. Then y, (z) is convex if

1

(13)
20 +40F =20 +1

z |=r =

Thus, we have

(2) Let F(z)eP’[4,B]. Then D,F(z)=y, *F belongs to the same class for|z |< 7, ,
where r, is given by (13).

Now let u(F)=zF'(z ). This differential operator can be written as u(F)=¢ *F ,

where

z

¢(Z)=inz” =— (14)

-z

It can be easily verified that the radius of convexity of ¢ is given by 7, (¢)=2— V3 . This fact
together with Theorem 8 yields

Q3)Iff eP[4,B] then ¢ *f € P’[A,B] where ¢ is givenby (14)if |z |=7, < 2-43.
Radius of starlikeness for the class O, [4,B]

Now we generalize the result of Goel and Sohi [3] and Ganesen [2] for the class Q,” [A, B].
The following lemma can be easily derived.

Lemma 9

Let 5,,i=12 begivenby s,(z)=z" +c, +¢,z+c,z° +... and
-1 2 : . ZS:"(Z)
s,(z)=z"+d, +dz+d,z* +... ,and let 5,,i=12 satisfy —RGT >a . If
s;(z
G(z)=z" +b, + bz +b,z* +... such that
k+2

G(Z)=% (15)
(5,(z) *

then

18



Proof
Differentiating (15) logarithmically yields

zG'(z) _k+2zs/(z) k-22z5)(z)
Giz) 4 s2) 4 s,@)°

This implies that

2G'(z) _k +2(_zsl'(z)]_k —2[_zs;(z)j
G(z) 4 5,(z) 4 $,(z)

zG'(z) k+2 k-2
G(z) ~T 4 pi(z) 4 p,(2),
where Rep,(z)>oa ,i =1,2 and G (Z)ePk(oc) .

Theorem 9

If FeQ/[A,B], thenfor |z |=7r <1

B eZF'(Z)> {Ml(r),forR1 <R,
R F(z) {Mz(r), forR , < R,
where
1=kl -a)r+(1-20 )’ (4-B)r
Milr)= 1-72 (- 4r)1-Br)
1-k(l-a)+(1-20)* A+B 2 1 ,
M, (r)= - +A_B+(1_r2XA_B)[(LIK1)21—(1—ABr )}

and R,,R,,L,andK are defined in Lemma 6 .
Proof

Since F €Q/'[4,B], therefore

19



,where —1<B <4 <1 (16)

[F@T 144w ()
p(z)_{G(z)} T 1+Bw(2)
w (z)is analytic in E and satisfies w (0)=0,|w (z) <1,

Differentiating (16) logarithmically, we have

zp'(z) :_ZF'(Z)+ZG'(Z)
p(z) F(z) G(2)

_zF'(z) :_ZG'(Z)+zp'(z)
F(z) G@z) pi)

Using Lemma 6, we have

_RezF'(z)>_RezG'(z)_ (A-B)r

> if R,<R,
F(z) G(z) (I-Ar)1-Br)
. peZGC) (4 +B)+2[(L1K1)1/2—(1—€Br2)]
G(z) (4-B) A-B)(1-r)

and since G is of bounded radius rotation of order a , using Lemma 7 we have

zG'(2) S 1-(1—o)kr +(1-20)r?

Re > >
G(z) -7

Jzkkr 17)

Using (17), we have the required result. The bounds are sharp. This can be seen by choosing
G,(z) of bounded radius variation of order o such that

_zG'(2) o 1=(-0)kz +(1-20)z°
G(z) 1-z°?

if R, 2R,,

_ZG'(Z) S 1—(1—0L)kw1(z)+(1—20c)wlz(z)
Giz) -w ()

if R,>R,

and take F|(z) such that it satisfies

-1
Fl(z)} _1+A4z if R <R
1 =2

pl(z):[Gl(z) T 1+ Bz

20



_1+Aw (2)

- if R,<R,,
1+Bw,(z) JoR=k,

z(l-cz)

where w (z) = with |¢, |<1 . Proceeding in the same way as in proving the sharpness of

z
1
Theorem 4, we can prove that this result is sharp.

Theorem 10

If FeQ/[A4,B],thenF is starlike for ‘z |: r,<l,i=1,2

i. 0<zl|<kn,  for R <R,
. 0<zl|<xr, for R,<R,

where 7, and r,are the smallest positive roots of the following equations respectively
[1-k (=) +(1=2a)r’ |(1-Ar)(1=Br)—(4 -B)r(1-r*)=0
[1-k(—a)r+(1=20)r" [(4 =B)+(1-r*)A4 +B)+2[ (LK) —(1-4Br’)|=0

Proof

Using Theorem 9, we have

Re- ZG)5 M(r),, whenR, <R, and Re— Fla), M, (r)whenR, > R, . Hence
F(z) F(z)
2F'(z) , . . . . .
Re >0 For|z| <r,i=12,and this gives a sufficient condition for any function F to be

F(z)
starlike. Proceeding in the same way as in Theorem 5, we obtain the required result.
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Abstract: Seismic Hazard Assessment (SHA) of the entire seismically active NW Himalayan Fold and
Thrust Belt Pakistan that incorporates probabilistic approach was carried out. Additional information
intheform of earthquake catal ogue, delineation of 40 activefaultsin astructural map, their relationship
to the seismicity, establishment of seismotectonic zones was al so undertaken and isrepresented in the
form of amap. Distribution of 813 eventswithin study areaindicatesthat seismicity (=4.0M, ) appears
to be associated with both the surface and blind faults. At the sametime, clustering of eventsin specific
parts along the surface faults shows that some fault segments, especially in the hinterland zone are
more active. In parts of the active deformational front like Salt Range, southern Potwar and Bannu,
lesser seismic activity (4.0 M) could be due to the damping effect of the thick Precambrian salt.
Considering a number of geological and seismological factors, four seismotectonic zones were
established. The b valuefor the Peshawar-Hazara Seismic Zone (PHSZ) is1.16 followed by 1.12 for the
Surghar-Kurram Seismic Zone (SKSZ). The other two, Swat-Astor Seismic Zone (SASZ) and Kohat-
Potwar-Salt Range (KPSZ) haveidentical values of 0.95, thereby indicating occurrence of more events
of relatively higher magnitude as compared to the other two seismic zones. Mean activity rate of
earthquakes (A) rangesfrom 4.26 to 1.73. In decreasing order, thevaluesare 4.26, 2.62, 2.07 and 1.73 for
PHSZ, SASZ, KPSZ and SKSZ, respectively. Using 4 regression rel ationshi ps, the maximum potential
magnitude (m,) has been determined for the 40 Quaternary faults. In each seismic zone, the highest
value within the seismic zone representsitsm, The results show that m, is 7.8 in the hinterland (SASZ
and PHSZ) and 7.4 in the foreland part (KPSZ and SKSZ). SHA incorporating probabilistic approach
wasundertaken at 10 sites (Astore, Bannu, Kaghan, K ohat, Mangla, Malakand, M uzaffarabad, Peshawar,
Talagang and Islamabad). In the Probabilistic seismic hazard assessment (PSHA), the peak ground
acceleration (PGA) values with 10% probability of exceedancein the 50 yearsi.e. the return period of
475 have been determined using the EZ-FRISK (6.2 beta version) software. Best-estimated seismic
hazard parameters (A, m,, m; and the 3 val ue) of thefour seismic zoneswere used astheinput parameters.
The results were generated in the form of total hazard curves. Values obtained range from 0.08g (for
Bannu) to 0.21g (for Malakand and Kohat). For the other sites these are: Astore (0.082g), Kaghan
(0.129), Muzaffarabad (0.13g), | slamabad and Peshawar (0.15g), Talagang (0.16g) and Mangla (0.18g).
High population density and more poorly constructed structuresin Rawalpindi (twin city of Islamabad)
and Peshawar make them even more hazardous. |n addition, disaggregation at the assigned amplitude
of 0.2g was also carried out for the ten sites.

Keywords: NW Himalayan Fold and Thrust Belt Pakistan, Seismic Hazard Assessment, probabilistic
approach, seismic zones, peak ground acceleration, seismicity pattern

I ntroduction

The NW Himalayan Fold-and-Thrust,
Pakistan, which formsthe northwestern portion of
theHimalayanfrontal arc, isseismically oneof the
most activeintercontinenta regionsanywhereinthe

world. The Himalayan mountain ranges have been
formed dueto the continenta collision betweenthe
Indo-Pak and Eurasian plates. Between 1897 and
1952 therewasaphase of very high seismicity when
14 mgjor earthquakes (M=7.5) occurred, including
5 great earthquakesof M=8. Thestudy area, which
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forms the northern and northeastern portions of
Pakistan, hasrecently been activated on 1st and 20th
November 2002 (Bunji Earthquakes), and 14th
February 2004 (Batgram Earthquake) with two
devastating earthquakes of magnitudes>5.5M At
the sametime the most of the country consists of
non-engineered structures, which are a constant
threat to livesand property. It isnot the purpose of
present study to deviceanew building code, but to
provideinformationintheform of seismic zonation
and seismic hazard assessment (SHA) of thearea
that may prove useful inrevision of suchacodeand
helpto mitigate earthquakedisaster inthestudy area.
For thispurposeatota of ten Stesi.e. Astor, Bannu,
|slamabad, Kaghan, Kohat, Mangla, Malakand,
Muzaffarabad, Peshawar and Talagang have been
selected and Selamic Hazard Assessment (SHA) has
been carried out using probabilistic approach.

The present work is based on the available
historic and instrumental dataa ong with geologica
and tectonicinformation. Theresultsthat areinthe
form of peak ground acceleration (PGA) curvesare
based on the statistical behaviour. Therefore,
representing thefirst ever comprehensive study of
the area, the results ought to be used with some
caution. Notwithstanding, thiswork servesasagood
gtarting point for further study.

Tectonic Setting of the Area

The active fold and thrust belt along the
northwestern margin of the Indo-Pakistan plateis
divisibleinto two parts—the Sulaiman belt and the
NW Himalayan fold and thrust belt. Theformer is
believed to bea ong azoneof trangpression, whereas
the latter is associated with the main zone of
Himalayan convergence [1]. Transpression is
considered to betheresult of the80to 900 kmlong
Chaman and Ornach-Nal Fault Zones[2] andforms
thewestern plate boundary. Inthe Himalayan zone
of convergence(Fig.1), theMain Karakoram Thrust
(MKT, dsoknownasthe Shyok SutureZone), Man
Mantle Thrust (MMT, aso known as the Indus
Suture Zone), Main Boundary Thrust (MBT) and
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the Salt Range Thrust (SRT) delineate the mgjor
subdivisionsof thecollisonzone[34].

From the above-mentioned major tectonic
subdivisionsof theHimalayan zone of convergence,
the area between the MMT and SRT with its
westward extensions(Surghar, Marwat, Bhittani and
Manzai ranges) isreferred to astheNW Himalayan
Fold and Thrust Belt [5]. According to Gee[6] and
later workers, the southern sides of theserangesare
also marked by thrusts. The tectonic domains of
Hazara-Kashmir Syntaxis and the Nanga Parbat
Haramosh Massf compriseitseastern boundary. The
western limit is not clearly defined. Besides the
Kurram Fault in the southwestern portion, aseries
of thrustsbeyond the borders of Pakistan (e.g. the
Sarobi Fault in Afghanistan) are considered to
delineatethisboundary.

Inthisnearly 250 km wide and 560 km long
foldand thrust belt, the Panja-K hairabad fault (Fig.1)
dividesitinto anorthern hinterland zone and the
southernforeland zone. The hinterland zoneisalso
referred to asthe HazaraCrystalline Zone[ 7] and
Himaayan CrystallineZone[8]. Inthe hinterland
zone, which liesbetweenthe Main Mantle Thrust
(MMT) and Panjal Khairabad Fault, mostly
crystalinerocksoccur, represented by Proterozoic
to Mesozoic metamorphic and igneous rocks.
Shearing and imbrication hasresulted inacomplex
deformation pattern. Thebasementisasoinvolved
inthrusting. Treloar et al. [9] identified six nappe
zones (Mohmand-Swat nappe, Besham nappe,
Hazara nappe, Banna nappe, Kaghan nappe and
Nanga Parbat-Haramosh massif) separated from
each other by prominent shearsand thrust faults.
Besidesthe nappe zones, in the lower part of the
hinterland zone, south of theMansehraThrust (and
its probabl e extension, the Bal akot shear zone) and
Mohmand-Swat nappe zone the area mostly
containsmetasedimentsof Precambrian age. Kazmi
and Jan [5] refer to this portion of the hinterland
zone as the Khyber-Lower Hazara Meta-
sedimentary Fold and Thrust Belt. A subdivision of
thisMetasedimentary belt is called the Peshawar
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Basin(Fig. 1). Thisintermontane basinisbelieved
to haveformed during the Middle Tertiary dueto
south-vergingimbricatethrustingontheMBT [10].
AccordingtoHussainand Yeats[10], steep dipsin
unlithified Quaternary sediments, suggests that
deformation involvesboth folding and faulting, and
that thebasement isaffected by thehigh anglefaults.

In the foreland zone, between the Panjal-
Khairabad Fault and the Salt Range Thrust along
withitswestward extension, athick sequence (upto
about 8 km thick) of sedimentary rocksrangingin
agefrom Upper Proterozoic to Cenozoic overliethe
older crystalinebasement rocks[11]. Thisforeland
zone comprises many thrust sheets (decollement

MonalLia et al

zones) with asouthward translation of up to 100
Km.

Many workers[5,7,11] haveclassfied thispart
of thestudy areainto different unitsbased onvarious
geological factors. Following the classification of
Kazmi and Jan[5], theforeland zone on the basis of
deformation styleisdivisiblein to the Salt Range
and Kohat-Potwar fold belt, Kurram-Cherat-
Margdlafold andthrust belt and the Hazara-Kashmir
Syntaxis.

Inthispart of Pakistan (NW Himalayan fold
and thrust belt), recent work of someworkers[12,
13,14] aswell asthe present study suggests that
transpression (strikedip faulting) isalso operativein
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Figure 1. Structural and tectonic map of the study areaand adjoining regions. Here MBT=Main Boundary
Thrust. MKT=MainKarakoram Thrust. MM T=Main Mantle Thrust. PK T= Panjal Khairabad Thrust. KMF=
Khair-1-Murat Fault. SR= Surghar Range. SRT= Sdlt Range Thrust. JF== Jhelum Fault. HK S= HazaraK ashmir

Syntaxis. NPHM =NangaParbat Haramosh massif.
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thiscompressona regime.
Quaternary Faults

It iscommonly accepted that the recurrence
interval of many earthquakesassociated with faults
issolargethat congdering only theingtrumentd (and/
or higoricdl) seismicity for eva uating seismic potentia
of afault may not beareliableindicator. Atthesame
time, workersdealing with neotectonicsconsider all
faultsthat may havebeen activeduring thelast 10,000
to 12,000 years (i.e. during the Holocene) to be
activefaults. Thus, theprevailing practicein seilsmic
hazard evduationisto consder al Holocenefaulting
to beapart of theactivefault system of theareai.e.
having the potential of generating earthquakesinthe
futurea so.

The structural map (Fig. 2) prepared in the
present work shows the 40 major active faults
identified by different workersfromwithinthestudy
area. All these forty faults are considered to be
sagmicdly ectivewith capability of causngsgnificant
damage.

Seismicity of theArea

Pakistan and adjoining countries experience
high frequency of earthquakes, whichin somecases
haveresultedingreat |ossof lifeand destruction. In
Pakistan, besidesthetwo activefold and thrust belts
(Sulamanand NW Himaayan Fold and Thrust Belt),
high zones of seismicity exist in other partsof the
country aso. Availableinformation [5] indicatesthat
the Makran coastal earthquake of 1945 having a
magnitudeof m, 8.3wastheseverest earthquaketo
affect Pakistan. This event created a number of
offshoreidandsalong the Makran coastline. Inthe
vicinity of the study area, the 1905 Kangra
earthquake (inIndia) of m 8.4 activatedthe MBT,
amajor fault that extendsinto the study areaal so.
Morerecently, Pattan (1974), Rawalpindi (1977),
Bunji (2002) and Batgram (2004) earthquakesbadly
affected the study area.
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In the present work, preparation of a
composite earthquake catalogue has been
undertaken by incdluding dl avail ableearthquakedata.
Thiscatalogue listsatotal of 813 earthquakesin
chronological order for the period of 1904-2002.
The eventsin this composite catal ogue occurred
between | atitude 32°-35°30'N and longitudes 70°-
75°15E and have moment magnitude (M ) = 4.0.
Some further information about the catalogue
preparationisprovided bel ow.

A report was made available by Pakistan
Meteorologica Department of the Mangla Joint
Venture that was submitted to Pakistan Water and
Power Development Authority in 2002 and revised
in2003. Itincludesacomposite catal oguecontaining
631 earthquakesof >4.0M_ between latitude 31°-
35°30'N and longitudes 70°-76°E for the period of
1904-2002. This catal ogue has been prepared by
Prof. N.N. Ambraseysof Imperid College, London.
In our view this composite catalogue isthe most
reliable asit was prepared by incorporating data
fromthepreviouscatd ogues| 15,16] and many other
local aswell international sources. The epicentral
locationsgivenin the cataloguefor eventsprior to
1964 are the same as those determined by [16].
For later events, locations and depths recomputed
by [17] were adopted. In the case of magnitude, a
single scale i.e. moment magnitude (M) was
adopted by using therdationshipsof Ambraseysand
Bommer [18].

Thiscatalogue contains 182 additional events
to those 631 eventscatal ogued by Prof. Ambraseys.
TheTarbela, Manglaand microseismic network of
Pakistan Atomic Energy Commission (PAEC)
provided datafor these events. Hypo71 and Hypo
inverse softwareswere used to compute epicentral
locations and depths. For earthquake eventsfrom
2000 onwards, PAEC used the SEISAN software
[19]. The local observatory data of Tarbela and
Manglahasan error of lessthan 2.5km for location
and depths; whereasthe dataof PAEC hasan error
of 2to5km. Thisdata, for moment magnitude, was
converted by using therel ationshipsof Ambraseys



291

and Bommer [18] given above. Thishashelpedto
createuniformity inthe catalogue.

In the seismicity map (attached map and
prepared using theabove mentioned data), thereare
areassuch asthe Salt Range, Southern Potwar near
Talagang and the Bannu Basin with little or no
epicentral distribution. Onereasonisthat in spite of
general agreement of Salt Range and southern
Potwar being apart of an activedeformationa front,
only low magnitude levels (< 4.0 m,) have been
recorded as previously observed by Seeber and
Armbruster [20] and Quittmeyer et al. [16]; whereas
inthesaismicity map only eventshaving magnitude
>4 have been plotted. Another reason may bethe
presence of athick sequenceof EoCambriansdtin
the Salt Range and Potwar areathat may be having
adamping effect. Further, thelithologiesoccurring
inthe SAt Range/Potwar arebelieved to beextending
intotheBannu Basina so[11] thereby implying the
presenceof satinthispart also.

Seismotectonic Zonation

For any seismic hazard assessment to be
carried out, seismotectonic zonationisconsidered
to bean essential prerequisite. In order to establish
the seismotectonic zonesanumber of factorsrelated
to seismological characteristics, geology and
geophysicsof theregion of interest aretakeninto
consideration. According to Udias [21], the
characterigtics of the occurrence of earthquakesin
relaiontoregiond tectonicsand generd geodynamic
conditionsform part of seismotectonic studies. This
includes geographic distribution of epicentres,
meagnitude, depth, focal mechanism solutionsandtheir
correspondence to various types of faults, stress
orientationsand kinematic aspects of tectonics. In
the present work using all these parameters, a
sei smotectonic map has been compiled (Fig. 2).
Information related to thetectonics, seismological
characteristicsthat aid in establishing the seismic
zones have been provided in the previous sections.
Inthissection abrief account of the previouswork
regarding zondtion, their ssismologicd characteristics
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and dtatistical analysisdealing with seismic hazard
parametersisdescribed.

Workersfrom the ColumbiaUniversity [ 20,
22] based on microseismicity datafromthe Tarbela
Observatory recognized three seismic zones (Indus
Kohistan SeismicZone, HazaraL ower SasmicZone
and TarbelaSeismic Zone) in partsof thestudy area.
Quittmeyer et al. [16] divided thewholeof Pakistan
into 15 seismotectonic provinces out of which 5
covered the study area. Of these 5 zones, excepting
one(namdy theHazararegion), theothers(Sulaman
Range; Gardez, Kunar and Safed Koh Fault Zone,
Sadt Rangeand the Himaayas) only partly cover the
study area. Their division is based on the
interpretation of theregional tectonic evolutionand
patternsof seismicity (including magnitude).

From amongst the unpublished reports, the
report of the Mangla Joint Venture (2001) and
subsequent reports of the Mangla Observatory
contain 6 seismotectonic zones(MBT, Riad, Hazara,
Potwar, Salt Range and Punjab Seismic Zones) for
thispart of Pakistan. From these 6 zones, Riasi only
partly covers the study area whereas the Punjab
Seismic Zoneliesbeyond the southern boundary.
Also, partsof the study areasuch asthe Kohat and
adjacent regionsin thewest and thoselocated inthe
northern portionarenot covered. Thesezones(area
sources) were consdered to behomogenousintheir
tectonic and seismic characteristics.

Presently For mulated Seismotectonic Zonation

Initialy in the present study, the tectonic
subdivisonsof Kazmi and Jan [5] weretakento be
representing the sal smotectoni ¢ zonation of thestudy
aread 0. The problem inadopting such an approach
hasbeenlack of sufficient earthquakeeventsinmost
of these subdivisions for undertaking statistical
andysisleadingto high atistica uncertainty.

Consdering thegeological and seismological
information provided in the previous sections, the
following four seismotectonic zones have been
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established (Fig. 2): Swat-Astor Seismic Zone
(SASZ), Peshawar-Hazara Seismic Zone (PHSZ),
the Kohat-Potwar-Salt Range Seismic Zone
(KPSZ) and the Surghar-Kurram Seismic Zone
(SKSZ). These zones contain several tectonic
features(faults) withinthem.

Overdl, they areacombination of thetectonic
subdivisionsof Kazmi and Jan [5] inwhich nearly
similar subdivisionsliketheir different crystalline
nappe zones and HK S have been grouped into the
Swat-Astore Seismic Zone. However, each seismic
zoneif compared with each other differsin their
lithol ogical/stratigraphic/structural/tectonic
characterigics Atthesametime, therearedifferences
inthelr sismicity behaviour andinother setigticaly
dependent seismic parameters. Further, as
performanceof statistical analysisisaprerequisite
inany seismic hazard assessment, theseilsmic zones
should contain sufficient number of events for
carrying out such an analysis. Inthe present case,
the best estimated seismic hazard parametersi.e,
m, and the 3 parameter for every seismic zonewere
determined for usein seismic hazard assessment.
Theresultsaresummarizedin Tables2-5 (seeFig.2).
Thesymbol 3 although not discussed previoudy isa
substitute for the b value, where 3 = b In10. The
threshold magnitude (m,) istaken as 4.0 and the
foca depth givenfor each zoneistheaveragefor dl
ingrumentaly recorded earthquakesof that particular
zone.

Evaluation of Peak Ground Accelerations
(PGA) UsingtheProbabilistic Approach

Commonly therearetwo approachesare used
for the determination of seismic hazard assessment
(SHA) i.e. Determinigtic Seismic Hazard Assessment
(DSHA) and Probabilistic Seismic Hazard
Assessment (PSHA). TheDSHA iscomparatively
simple and does not account for the uncertainties
and probability of occurrenceof an earthquake. The
PSHA is denoted by the probability that ground
motion (accel eration) reaches certain amplitudesor
seismicintengtiesexceedingaparticular vaduewithin
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aspecifiedtimeinterval . Inverseof the probability
of exceedanceisknown asthereturn period for that
accderation and isused to definetheseismic hazard.
Inprobabilistic hazard eva uation, thesaismic activity
of seismic sources (lineor area) isspecified by a
recurrence relationship, defining the cumulative
number of events per year versustheir magnitude.
Digtribution of earthquakesisassumed to beuniform
withinthesource zoneand independent of time[23].
Seismic hazard calculated for different Stescan be
used to generate maps or curves (hazard curves)
withintengtiesor ground accel erationsexpected with
agiven probability for aspecifiedintervd of time. In
the present work, four seismic zones were
established and their PSHA was carried out.

Onthebasisof the seismic hazard parameters
evaluated in the preceding section, PSHA was
carried out onten stesi.e. Astor, Bannu, [Iamabad,
Kaghan, Kohat, Mangla, Maakand, Muzaffarabad,
Peshawar and Talagang sel ected for this purpose
usingthe EZ-FRISK software. Further information
about the specific contributory parameters was

obtained by applying disaggregation (deaggregation).

Generally, itisrecommended that high quality
accelerograms data be used in the relationships.
However, thistypeof dataislackingor limitedin
quantity for most regionsof theworld. Insuch areas
where an attenuation relationship is yet to be
established, one or more than one relationship
derived for other regions, preferably with similar or
nearly smilar tectonicsisused. Criteriafor selection
of an appropriate attenuation relationship are
available [24]. Similar situation of lack of a
relationship also existsin Pakistan. According to
[25], thefirst accellerographswereingtaledin 1990.
Insufficient data have been generated sofar. This
strong motion datahasprevioudy beenincorporated
by Ambraseysand Bommer [26] and Ambraseys
[24] intheir databasefor the derivation of attenuation
equation in Europe. It formed only asmall portion
(3%) of their database.

Bommer [25] in his detailed work on
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Table. 2.The a-and b-values for the 4 determined seismic zones in the
study area and its vicinity using the threshold magnitude (m0) of 4.0 Mw

Zone M, 240
No. Name bvalue avalue No.ofevents
The Swat-Astore
1 s 035 434 207
The Peshawar-
2 Hazara (PHSZ) 116 543 333
The Kohat-
3 Potwar-Salt 035 423 194
Range (KPSZ)
4 The Surghar- 112 485 79

Kurram (SKSZ)

Table.3. The annual activity rate of occurrence of earthquakes for Mw 4.0

Zone No. Name Annual activity
rate ()
1 The Swat-Astore 262
(sAs2)

2 The Peshawar- 428
Hazara (PHSZ)

3 The Kohat-Potwar- 207

Salt Range (KPS2)

4 The Surghar- 173

Kurram (SKsZ)

Table. 4. The maximum potential magnitudes assigned to
the four seismotectonic (seismic) zones

Maximum
Selsmotectonic  Most Critical Tectonic  Potential
Zone Feature Magnitude
.)
Swat-Astor Seismic  Main Mantle Thrust
Zone (SASZ)
Main Boundary Thrust 78
(MBT)
Peshawar-Hazara
Seismic Zone
(PHS2) Main Boundary Thrust 8
(MBT)
Kohat Potwar-Salt
Range Seismic Kurram Thrust
Zone (KPSZ)
Khair--Murat Fault 74
Surghar-Kurram
Seismic Zone Kurram Thrust 4
(sksz)

Table.5, The best-estimated seismic hazard parameters assigned
to four seismotectonic (seismic) zones

Seismic Focel
SomC bvalue palue A m,  m Depth(km)
SASz 095 219 262 4 78 2
PHSZ 116 267 426 4 78 20
KPSZ 095 219 207 4 74 10
SKsz 112 268 173 4 T4 10

Table.6. Peak Ground Accelerations (PGA) with 10% probability of
exceedance in the 50 years i.e. the return period of 475 years calculated
by using the attenuation equations of
Ambraseys et al., (1996) and Boore et al., (1997) for the ten sites

o

Name ofthe ~ PGA (g) values calculated in Most
Site the present study Contributing
Seismic Zone
Ambraseys etal, Boore et
(1996) al, (1997)
Astor 007 0082 SASZ
Bannu 006 008 sKsz
Kaghan 009 012 SASZ
Kohat 02 021 KPSZ
Mangla 016 o018 KPSZ
Muzaffarabad 04 043 SASZ
Peshawar 014 015 PHSZ
Talagang 015 016 SKSZ
Islamabad 01 0415 KPSZ
Malakand 02 021 SAsz

Table. 7. Ten sites, most critical tectonic feature, closest distance from the

sites and associated maximum potential magnitudes using empirical relationships

Name of the
e

Astore
Bannu
Kaghan
Kohat
Mangla
Muzaffarabad
Peshawar
Talagang
Islamabad
Malakand

Tectonic Features.

mMmMT
Karak Thrust
MMT
MBT
Dil Jabba Fault
mMBT
Khairabad Fault
Kalar Kahar Fault
mMBT
MMT

Maximum potential

o magribudessvalused
Fais ),

25.00 78

15.00 70

12.00 78

161 78

11.00 71

0.00 78

1200 78

10.00 71

4.00 78

20.00 78
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attenuation equationsfor Pakistan concluded that
there are no equations available even from
neighbouring countries that can be adopted for
seismic hazard assessment. The attenuation
equations of Ambraseyset al. [27] and Boore et
al. [28] have previously been utilized for the
computation of peak ground accel erations (PGA)
at the Mangla Dam [25]. Also, Jain et al. [29]
concluded that their regression analysisfor Centra
Himalayasclosely fitsthe equation of Booreet al.
[28].

PSHA hasbeen carried out using the software
caled EZ-FRISK (6.2 betaversion, 2004 modified
form). Theprogram cd cul atesthe earthquakehazard
at asteunder certain assumptions specified by the
user. Theseassumptionsinvolveidentifying where
earthquakeswill occur, what their characteristicswill
be, and what will bethe ground motionsgenerated.
These capabilitiesallow awide range of seismic
hazard problemsto be solved, with straightforward
specificationof input. Itseasy usedlowsinidentifying
thecritical inputsand decisions affecting seismic
hazard evaluations. The results of probabilistic
calculationsare annua frequencies of exceedance
of variousground motionleve sat thesteof interest.

Further, seismic hazard isdetermined usngthe
standard methodol ogy described in McGuire[30].
Therange of valuesused asinput parameterscan
account for multi ple hypothesesand computation of
uncertainty intheresultant hazard values. Theearlier
mentioned seismic hazard parametersi.el, m, m,
and the b parameter of each seismic zonei.e. area
sources have been taken asinput parametersinthe
present study. Besidesrepresenting thetotal hazard
curvesthissoftwarehasa dedin determining themost
contributory seismic sourcezoneand in carrying out
deaggregation aso.

Results and Discussion
Probabilisticresults (Fig. 2) of seismic hazard

assessment, as mentioned previously, have been
generated inthe form of hazard curvesfor the 10
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selected sites that were distributed within the 4
seismic source zones. An dternate approach could
have been the representation of the acceleration
valuesintheform of contourson maps.

Thehazard curveisaplot showing thechange
inground motionamplitudesre ativeto return period.
Ground motion amplitude alwaysincreaseswith
increasing return period in Poisson hazard models.
It may benoted that themaximum distancein PSHA
is200kmradius. Thetotal hazard curves, intheform
of peak horizontal ground acceleration (PGA) at
eachandindividud steversusther annud frequency
of exceedance, were obtained. Resultsbased onthe
attenuation equation of Ambraseyset al. [27] arein
all cases less and are shown only to help in
comparison with the val ues obtained through use of
the equation of Booreet al. [28]. Thereasonsfor
preferring thelatter have already been discussed
earlier. Atthesametime, itisreiterated that instead
of using representative equationsderived for other
places, an attenuation equation of Pakistanisneeded.
Fromthese curves, acceleration vauesfor different
return periods can be determined. Following normal
practice, the PGA vaueswith 10% probability of
exceedanceinthe50 yearsi.e. thereturn period of
475 yearsaregenerally quoted.

The PGAsdetermined for the 10 selected Sites
rangefrom0.08gt00.21g asshownin Tables6 and
7 (see Fig. 2). In the present case, Kohat and
Malakand depict thehighest vduesof 0.21gwhereas
thelowest are obtained for Bannu. Critical tectonic
featuresthat may affect thesesteshavedready been
identified (Table 7, see Fig. 2). ISamabad and
Peshawar although having relatively lower values
(0.15g) have a higher population density as
comparedtotheother steswith higher PGAs (K ohat
and Mdakand). However, Peshawar and Rawd pindi
(twin city of |slamabad) are big cities of Pakistan
with more poorly constructed structures and can
experience appreciable damage ascompared to the
other less populated sites with higher PGAs.
Therefore, an earthquake affecting themwould pose
agreater hazard ascompared to the other sites.
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All resultsobtained from thisstudy have been
used inthe compilation of aseismotectonic map of
thearea(Fig. 2), which displaysthefoca mechanism
solutions of 45 earthquakes occurred during the
period of 1964-2004, 40 activefaults, seismicity
from 25 AD-2002, statistical parameters(Tables2-
5, seeFig. 2), most critical tectonic featureswith
maximum potential magnitudes for major ten
locationsand peak ground accel erations (PGAS) for
ten sites using Probabilistic Seismic Hazard
Assessment (PSHA). Thismap, itishoped would
serveasaguidetothedifferent organizationsengeged
in obtaining abetter understanding of thetectonics
of theareaand in mitigating loss’damageto lives
and property. It can certainly befurther improved if
larger coverage by local networksisundertaken.
Strong motion data can also further improve the
results. Determination of velocity Sructureand further
subsurfaceinformation, based on other geophysica
techniques, canaso help.
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Abstract: The Design Structure Matrix (DSM) isacompact representation of theinformation structure
of adesign process. It isa powerful tool for representing and analyzing task dependencies of adesign
project. This method provides a major need in engineering design management through documenting
information that is exchanged. Analyzing the structure of a design process can identify many
opportunities to improve it. Building a DSM model of a project/system, improves the visibility and
understanding of project/system complexity through information flows. With the help of aDSM model
it can easily convey the process to othersin asingle snapshot. In this research work, an improvement
of the existing DSM tool is proposed which permits design managers to find an optimum way of
restructuring complex design tasks, exposing problems, and creating unique solutions that could not
be found simply by manually inspecting the design matrix. Theimproved model/algorithm followsthe
information-based approach of the design structure matrix (DSM) method, and uses transformed matrix
techniquesto reduce product devel opment time and cost through optimal task ordering, while maintaining
ahighlevel of quality.

Keywords: Product design, special operator, triangular matrix, design iteration, concurrent engineering

I ntroduction

Advanced technology, fierce market
competition and changing demand are forcing
companiesto design better quality andlessexpensve
productsat argpidtimepace. A product issomething
sold by an enterprise to its customers. Product
development (PD) isthe set of activitiesbeginning
with the perception of amarket opportunity and
ending in the production, sale and delivery of a
product. PD process is the sequence of steps or
activitieswhich an enterpriseemploysto conceive,
design and commercializeaproduct [1]. The PD
process in an organization can be a source of
competitive advantagein many industries. PD teams
today arefacing agrowing number of concerns, such
as production complexity, resource consumption,
future upgrades, maintenance, andrecycling[2]. A

*E-mail: zohaipe@yahoo.com

complex PD project involves a large number of
activitiesthat may require coordinating thework of
hundreds or thousands of people from various
disciplines. Thework of any one design task can
affect many other devel opment decis onsthroughout
theorganization. Ascomplexity increases, it becomes
very difficult to managetheinteractionsamong tasks
and people. It may be even impossibleto predict
theimpact of asingledesign changethroughout the
development process [3]. Coordinating design
decisions has therefore become a crucial
respons bility of engineering managemen.

Product development processisgenerally a
complex procedureinvolving information exchange
across many tasksin order to executethework [4].
It requires innovation and innovation requires
feedback loops. Product devel opment performance
isgenerally measured by thelead timeto develop
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the product, the cost of the devel opment effort, the
manufacturing cost of the product, and the product’s
quality or attractivenessinthemarket [5]. Analysis
of product development (PD) processesallowsus
to study product development efficiency and to
suggest processimprovements.

Iterationisafundamental characteristic of
any product development processes [3,6]. It is
assumed that theiteration of atask occursfor the
followingreasons. (1) new informationisobtained
from overlapped tasks after starting to work with
preliminary inputs, (2) inputschangewhen other tasks
arereworked, and (3) outputsfail to meet established
criteria. Many traditiona project management tools
suchasCPM [7], Gantt, and PERT [8], modelsdo
not represent iterativetask relationshipsvery well.
Although, thesetool sdlow themodding of sequentid
and parallel processes, they fail to address
interdependency (feed back and iteration) whichis
very commonin PD projects. To addressthisissue,
a matrix-based tool called the Design Structure
Matrix (DSM) hasevolved. Steward [9] devel oped
the design structure matrix (DSM) to model the
information flow of designtasksandtoidentify their
iterativeloops. It differsfrom conventiona project-
management tool s such as PERT, Gantt chartsand
CPM network diagrams in that it focuses on
representing information flowsof adesign project
rather than on thework flows.

Theaim of thisresearch wasto examinethe
existing DSM tool and to devel op amathematical
model or algorithm to restructure the complex PD
projectsin order to develop quality productsmore
quickly and economically. Suchimproved design
procedures offer opportunities to speed up
development progress by enhancing inter-task
coordination. This model/algorithm follows the
information-based approach of thedesign structure
matrix (DSM) method, and usestransformed matrix
techniquesto reduce product devel opment timeand
codt through optimal task ordering, whilemaintaining
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ahighlevd of quality.
Design structurematrix: an overview

A matrix-based tool caledtheDesign Structure
Matrix (DSM) introduced by Donald Steward [9]
providesgenericframework forinformationflowin
asimple and elegant manner. Both the sequences
andtechnical relationshipsareperformed by usnga
matrix representation. Thesere ationshipsdefinethe
technical structure of a project, which is then
analyzed in order to find alternative sequences of
thetasks. A DSM isacompact matrix representation
of aproject network. Thematrix containsalist of adl
constituent activities and the corresponding
information exchange patterns. That is, what
information pieces (parameters) arerequired to Sart
acertain activity and where doestheinformation
generated by that activity feed into. The DSM
providesinsightsabout how to manage acomplex
project, and highlightsissuesof information needs
and requirements, task sequencing and iterations.

Itisrelatively straight forward to construct a
DSM of any company’sexisting or future product
development process. Thefirst stepistoidentify the
tasksinvolved, whichiseasy and often availableas
part of the project management documentation. The
next step isto correctly identify the information
needed of the various tasks. Once al of the task
information isready, the next step isto draw the
projectsDSM. First, dl tasksarelisted inthe order
inwhichthey are presently carried out. Thesetasks
arethenarrangedinthesameorder horizontally and
verticaly toformamatrix of rowsand columns. The
other tasksthat supply the necessary information are
marked off acrosseach row corresponding to atask.
In other words, looking acrossarow showsall the
information inputs needed to complete atask and
looking down acolumn showsall theinformation
outputsthat will be provided to other tasks.

Figure 1 (adopted from [3]) shown below is
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an example of DSM construction, where task B
suppliesinput informationtotasksC, F, G, Jand K,
whiletask D receivesoutput informationfromtasks
E, F and L. All marks above the diagona are
feedback marks. Feedback marks correspond to
therequired inputsthat arenot availableat thetime
of executing atask. Inthiscase, the execution of the
dependent task will be based on assumptions
regarding thestatusof theinput tasks. Astheproject
unfoldstheseassumptionsarerevisedinthelight of

new information, and the dependent task is re-
executed if needed. Itisworth noting how easy itis
to determine feedback relationshipsin the DSM

compared to the graph, which makesthe DSM a

A BCDEFGHI JKL

al- x 1 :
B , o3 1
el x - :

(| ISSURIRR, N, S %
E + K = X

Pl x x®
Gl x X
M| x x o

1 X X *

4 x x * X
k| x %

Lix X X xX

Fig. 1. A binary DSM (partitioned).

BCAKLJFIEDHG

= }Series

i - = }Parallel
X X|- X b4
o Fil Coupled

X »
X X - X
3 K =
X X x W

LI

BIoOm=mML X0
.4
®

Fig. 2. A binary DSM (unpartitioned)
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powerful, but simple, graphic representation of a
complex system or project. The matrix can be
manipulated in order to eliminate or reduce the
feedback marks. Thisprocessiscalled partitioning
[9,10]. When thisisdone, atransparent structure
for thenetwork startsto emerge, which alowsbetter
planning of thePD project. InFig. 2, itisseenwhich
tasks are sequential, which ones can be donein
parallel, and which onesarecoupled or iterative.

After portioningthe DSM, thetasksin series
areidentified and executed sequentialy. Paralld tasks
area so exposed and can be executed concurrently.
For the coupled ones, upfront planningisnecessary.
For example, we would be able to develop an
iteration plan by determining what tasksshould sart
the iteration process based on an initial guess or
estimateof amissing pieceof information. InFig. 2,
block E-D-H can be executed asfollows: task E
sartswithaninitia guesson H’soutput, E'soutput
isfed totask D, then D’soutput isfed to task H,
andfinally H output isfed to task E. At thispoint,
task E comparesH’ soutput to theinitia guessmade,
and decidesif an extraiterationisrequired or not
depending on how far theinitial estimate deviated
fromthelatestinformation received fromH. This
iterative processproceedsuntil convergenceoccurs.

M ethodology

The analytical methodology of the design
processthus startswith building astructural model
usngaDSM. TheDSM isthen sorted out and tasks
arerearranged in an attempt to eliminate feedback
marks. The DSM is then partitioned into blocks
containing task subsets involved in a cyclic
information flow. Finally, feedback marksaretorn
fromthe DSM to break the cyclesto eliminate one
or morefeedback markswithin acoupled block in
suchaway that therearrangement of thetaskswithin
theblock convertsitinlower triangular form.


Arif Baig
Series

Arif Baig
Parallel

Arif Baig
Coupled
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Results and Discussion
Research Problem: Transformed DSM

Intheliteraturereview, it has been observed
that after partitioning, somecoupled taskstill remain
which causelengthy lead-timeand cost. The present
research attempted to find amathematical model or
algorithm, which removes al coupled blocks or
reduces coupling toaminimum level. To perform
thisoperation, al upper diagonal feedback marks
of a DSM had to be brought back to a more
appropriatelower triangular form.

In mathematics, we know that if we have a
matrix A andif |A|** O, then therecertainly exists
another matrix H, which can make A become
diagondized, if thefollowing caculationisapplied:

HL. A.H=D (isadiagonalised matrix) ......... (i)

As in this example, we desired to find the
transformation that can convert aDSM into one,
which hasthedesired featuresin order to optimize
theorganization of thedesign activities. Theproblem
can be solved in other ways, using an‘ operator’ to
expressthe matrix form. Let’sconsider the above
exampleagain; if A =agiven DSM and B = the
transformed DSM of A then its operator form
becomes.

Similarly, if wecanfind theexpression of H*, it will
tell us how to coordinate the design activities to
obtain optimal orderingsof theDSM.

HereH*isa'specid operator matrix’, which canbe
definedas:
H*A.A1=B.A",

[A.A=] (identity matrix)]

In other way, the transformed matrix can befound
out whichisshown below:

Here, H* and H aretwo different operators, which
convert A totransformed matrix B. It istherefore,
necessary to definethesetwo operatorsfor the DSM
transformation.

H*. A.H =B (isadiagonalised matrix)
Example of Matrix Transformation

Consider matrix A asawork transformation
matrix, wherethe diagonal elementsare zero and
off diagona marksrepresentsdependency strengths
between tasks. Now the columns of matrix A can
be interchanged to bring the higher dependency
marksinto alower triangle. Thistransformation
occursby multiplying matrix A by unit matrix H and
different values of H may be used to observethe
actual transformation-taking place. Thereforeit can
bewrittenas:

where A istheorigina matrix and B isnew matrix
after changing the column or row. Thematrix His
theunit matrix, which transformsmatrix A to matrix
B. Transformation of asample matrix A isshown
bel ow.

Let:
A= 00 01 02 03
03 00 04 02
01 03 00 05
01 01 02 00
Bl= 01 00 02 03
00 03 04 02
03 01 00 05
01 01 02 00
(Weobtained ‘B1' after interchange of
columns1& 2of ‘A’)
Therefore
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H1-=-B1/A= 01 00
1000
0010
0001
B2= 02 01 00 03
04 00 03 02
00 03 01 05
02 01 01 00

(Weobtained ‘B2 after interchange of
columns1& 3of ‘A’)

H2=B2ZA= 0 0 1 O...c...ceee(3)

0100
1000
0001

B3= 03 01 02 00

02 00 04 03

05 03 00 01

00 01 02 o1

(Weobtained ‘ B3 after interchange of
columns1& 40of ‘A’)

H3=B3JA= 0 0 0 1.............(d)

0100
0010
1000

B4= 00 02 01 03

03 04 00 02

01 00 03 05

01 02 01 00

(Weobtained ‘ B4 after interchange of
columns2& 3of ‘A’)

H4=B4/A =

A.H.M. Shamsuzzoha & N. Bhuiyan

dependency marksinthelower triangular form as
necessary.

Inanother trial, carried out by interchanging
the rows of matrix A, the following results were
obtained:

A= 00 01 02 03
03 00 04 02
01 03 00 05
01 01 02 00

Bl1= 03 00 04 02
00 01 02 03
01 03 00 05
01 01 02 00

(Weobtained ‘B1' after interchange of
rows1& 2of ‘A’)

H'1=B'UA=-142 081 -1.6 0.80........(6)
048 0.84 0.32 -0.16
096 -032 1.6 -0.32
0.9 -0.06 0.12 0.93

B2= 01 03 00 05
03 00 04 02
00 01 02 03
01 01 02 00

(Weobtained ‘ B'2' after interchange of
rows1& 3of ‘A’)

H2=B'2A=029 -1.42 142 -142......(7)
-0.25 0.48 052 -0.52
048 096 003 0.96
009 0.19 -1.19 1.19

B3= 01 01 01 00
03 00 04 02
01 03 00 05
00 01 02 03

From the above transformations, it can be
observed that the columns of matrix A can be
interchanged by multiplying matrix H1, H2, H3, H4
and so on, which convert easily to the higher

(Weobtained ‘ B'3' after interchange of

rows1& 4of ‘A’)
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H3=B'3JA=054 0 O Toiion(8)
0711 0 2
008 0 1 -0.24
052 0 0 -055

B4= 00 01 02 03
01 03 00 05
03 00 04 02
01 01 02 00

(Weobtained ‘ B'4’ after interchange of
rows2& 3of ‘A’)
H'4=B'4/A=
0.80645 0.29032 -0.3871 0.29032..(9)
0.83871 -0.25806 1.6774 -1.2581
-0.32258 0.48387 0.35484 0.48387
-0.06451 0.096774-0.12903 1.0968

From theabovetransformations, it isevident
that rows of matrix A can be interchanged by
multiplying matrix H'1, H'2, H'3, H'4, and so on,
but it seemsthat avery complex form of H'sis
required to convert the higher dependency marksin
thelower triangular formthanthe columninterchange
of matrix A. Inthisway, wehoped thet after changing
each row of any DSM, ageneralized mathematical
model could bedeve oped for optimal task ordering.

Stepsto find the * Special Operator Matrix’ H*

() Analyzing published examples of product
design using the DSM method and its
transformed matrix tofind out therelationwith
the operator matrix.

(i) UsingMat Lab softwaretofind out theinterna
relationship between two square matricesand
alsoto find away how they aretransformed
into a more convenient coupled or lower
triangular form.

Thefallowingisanexamplewhichshows(Fgs.
310 8) theway transformation occurs (using equation

0)

Fig.5. A =0rigina DSM.

A|B|C|D|E|F |G
A 1
B 1 1
C 1
D 1 1
E 1
F| 1
G 1 1
Fig. 3. A=0Origina DSM.
AlF|G|B|D|C]|E
A 1
F| 1
G 11
B 1 1
D 11
C 1
E 1
Fig. 4. B1=Transformed DSM.
O 00O0T1PO0
001001
O 00100
A= 1 00 0O01
01 00O0O
O 00O0OOPO
1 01 000
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0O 0 00 O 1 O
-1 1 1
OEOEOOE
0O 0 0 0 1 o0 O
_ 1 -1 1
B—Oé 05005
O 0 1.0 O O O
10 0 0O O O O
1 1 -1
OQ 02005
Fig. 6. B =Inverseof Matrix A.
1 00 0 0 Op
0000 0 OF
00110 O
Bl:= 0 1 0 1 0 O
0110 0 OF
0 00 0 0 1F
0 00 0 1 O
Fig. 7. B1=Transformed Matrix
(Optimized DSM).

H1=transformed matrix (B1) x Inverseof original
matrix ‘A’ (B)

H1= 0O 0 0 0 O 0 1
Y20 Y% 0 Y% Y% 0
0 01 1 0 O O
Y 0 %2 0 -%2 % O
0o 0 01 1 0 O
0O 1 0 O 00 O
Y 0 % 0 Y -% 0

Fig. 8. H1=Transformed matrix
(B1) x Inverseof original matrix’A' (B).

In this way a generalized mathematical model/
algorithm could be devel oped for the optimized
DSM.

A.H.M. Shamsuzzoha & N. Bhuiyan

Significanceof thisresearch

Toincrease competitiveness, every firm hasto
develop its products with the importance of
improving theefficiency and predictability of their
design processes. Since, any processimprovement
requires process understanding, researchers and
practitionersput effort into observing product design
and development processes, looking for their
important characteristicsand devel oping model sthat
account for thosefeatures. Mot of theadvancesin
this area assume that the design process has an
underlying structure. Animportant characteristic of
product development (PD) processesisthat, unlike
most business and production processes, they are
described by termslike* credtive,” “innovative,” and
“iterative.” At an interesting level of detail, PD
processes do not proceed in a purely sequential
fashion. TheactivitiesinaPD processinteract by
exchanginginformationwhichisiterative.

Product development is considered to be a
processof input information about customer needs
and market opportunitiesinto output information,
which correspond manufacturability designsand
functiond tooling for volumeproduction. Inpractice,
theinformation exchanged between activitiestakes
variousformssuch ascustomer specifications, parts
dimension, and prototypes. Information exchanged
inthe engineering stages of product devel opment
can often be represented as a collection of
parameters[3]. Inred life, itisrarethat acompany
will be able to design a process in which al
interdependent or coupled tasks can be carried out
together. In coupled blocks, asignificant number of
potential unplanned iterationscan occur whenerrors
are discovered during the project development
process. Thisrework would a so requirethe company
to redo someintervening tasks. The company then
decideswhat to do about them. The coupled tasks
may be so far apart that a delay caused by
incorporating late information effectively means
starting the whol e process again. These situations
usualy arise because somefundamenta mistakein
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assumptionswasmadeat thebeginning of the project
[11].

Inthisresearch, animprovement of the DSM
tool is proposed that permits managers to find
optimumwaysof restructuring complex designtasks,
exposing problems, and creating uniquesol utionsthat
could not befound simply by manually inspecting
thedesign matrix. Thiswork will beableto reduce
thelead-time of any devel opment project. It can be
donethrough resequencing/reordering the coupled
task by using the proposed mathematical model/
dgorithm. If themodel isdevelopedit will definitely
help designers/engineersto organizetheir worksin
moreefficient waysthan ever.
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Summary: World tea production has been showing an annual increment of 3 % whilein Bangladesh the
production hasincreased by 1.84 % and contributes 1.37 in export in the word teatrade and earns near
about 1775 million Taka (Taka 63 = USD 1.00) every year. The activities of teaindustry fall into two
categories: production of teaand manufacturing & marketing of tea. Low productivity, poor quality and
higher cost of production compared to the dividend in price for teaisthe crux of the problem. We have
to make quality tea, which must satisfy the prescribed criterion of the of the European countries
especially Maximum Residue Level (MRL) value of pesticidesto restore its name and fame. This paper
attempts at focusing on the present condition and support required of tea industry in the country.

I ntroduction

Teais one of the most important non-alcoholic
beverage drinksworldwide and hasbeen gaining
further popularity asanimportant ‘ heath drink’ in
view of itspurported medicinal vaue. Itisserved as
morning drink for nearly 2/3rd of the world
population daily. The Bangladeshteaindustry isone
of the major sources of income for the national
exchequer. Presently, this industry is facing a
multitude of problems. Lack of capital and modern
machinery, lower market value of made tea in
comparison to increasing production cost, lower
yield per hectare in comparison to increasing
domestic need and lack of modern techniquesfor
measuring quality of tea constitute some of the
nagging problems. Thereisa solack of perennial
water source for irrigation during dry season or
during prolonged drought. Inaddition, someowners
of theteagardensare not using Government. loans
properly. Malnutrition among the children of the
labour line, security problems of the executives,
deterioration of law and order situation of thetea

E-mail: rabi-ttc@sust.edu

estates (log stealing, political or outsider influence
ontheirinternal arrangements, illegal occupation of
land by the outsiders), lack of medical facilitiesfor
labour andlack of infrastructure (road, quarter, water
supply network etc) aresomeof theother congtraints.
For successful teaculture, theabove problemsfacing
both the manufacturing and the marketing sector
need to be addressed immediately. |n Bangladesh,
there is thus dire need to focus attention on
improvementsin the manufacturing sector covering
quality of tea, itsproductivity, cost of production as
well asthemarketing system. Thefollowing account
reviews the present status of the tea industry in
Bangladesh and itssupport requirementsin order to
compete with other tea producing countriesinthe
international markets, particularly the European
Union.

Tea: an overview
Tea(CamdliasnenssL.) belongstothefamily

Theaceae. It isthe oldest non alcoholic caffeine-
containing beverageintheworld. TheChinesewere
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thefirst touseteaasmedicind drink, later asbeverage
and have been doing so for the past 3000 years[1].
The cultivated taxacomprise of threemain natural
hybrids. They are(1) C. sinensis(L.) O. Kuntzeor
Chinatype, (2) C. assamica (Masters) or Assam
type, and (3) C. assamica sub spp lasiocalyx
(Planchon ex Watt.) or Cambod or Southerntype.
Teaisan evergreen, perennid, cross-pollinated plant
and growsnaturaly astall as15m. However, under
cultivated condition, the bush height of 60-100cm
ismaintained for harvesting thetender leavesfor even
morethan 100 years. Theflowersarewhitein colour
andgrow singly or inpairsat theaxils. Thefruitsare
greenin colour with 2-3 seeds. Theleaf isthemain
criterion by whichthethreetypesof teaareclassfied
asfollows.

— Assamtype: biggest leaves,
—  Chinatype smdlest leaves, and
—  Cambod: intermediateleaves

Theoriginal homeor ‘the primary center of
origin’ - of teawas South-East Asiai.e. at the point
of intersection betweenthe 29% N (latitude) and
98% E (longitude) near the source of the I rrawaddy
river at the confluence of North-East India, North
Burma, South-West Chinaand Tibet provinces|[2].
Teathriveswd| withinthelatitudina rangesbetween
45%N to 34% S, cutting across about 52 countries

[3].
Global scenario

In theworld, thirty countries are producing
more than 2.50 billion kilogram of tea annually
(including 0.56 billion kg of green tea varieties
manufactured by eight countries) from 2.56 million
hectaresof plantation. After meeting their domestic
consumption, 28 countriesexport about 1.32 billion
kg of teaannually [4]. Production of teaby area,
production and export is shown in Fig. 1. Tea
production by 12 mgjor teaproducing countries of
the world is shown in Table 1. Bangladesh is
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producing morethan 54 million kg of teaannually
from about 49000 hectares of land. It can earn
foreign exchange equivalent to about 1775 million
Taka (Teka 63 = US $ 1) annually by exporting
about 18 million kg of tea [5]. The world tea
production has been showing an annual increment
of 3%/4], whilein Bangladesh the production has
increased by 1.84 % and contributes 1.37% in
exportinthewordteatrade (Table 2).

Teacultivation in Bangladesh isspread over
the hilly zones on the eastern part mainly in four
districts (Sylhet, Moulvibazar, Habibgonj and
Chittagong). About 96% annual production (of
which 63%isof Moulvibazar district) iscontributed
by greater Sylhet obtained from 93% (of which 62%
isof Moulvibazar digtrict) of plantation area. Itisto
be noted that Sterling companies produce about
50% of annual crop from about 42% of plantation
area[6].

Table 1.
Country wise Productivity of Tea(kg/ha)-
2000AD.

SL No Country Productivity
1 Kenya 1934
2 India 1743
3 Japan 1745
4 Turkey 1494
5 Sri Lanka 1450
6 Bangladesh 1102
7 Argentina 1538
8 China 627
9 Indonesia 1006
10 Vienam 756
11 Uganda 1381
12 Georgia 382

Source: ITC [4]
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Table2.

Teaproductionin Bangladesh at different periods.

G.M.R. Islam et al

Year Area(ha) Production (‘000" Kg) Yidd (Kg/ha)**

Total Increased/  Total I ncreased/

decr eased* decr eased*

1947 303533 — 18884 — 62 —
1957 31287 + 934 25549 + 6665 817 + 195
1970 42688 + 11401 31381 + 5832 735 -82
1980 43732 + 1044 40038 + 8657 916 + 181
1992 47781 + 4049 48930 + 8892 1040 + 124
2000 48735 +954 55834 + 6894 1145 + 105

Source: BTRI [5]; * Differencefrom previoustotal denoted by (+) or (-) sign. ** calculated onthe basis of

production/total teaarea/ha

Economicimportanceand health benefits

The economic importance of the genus
Camelliais primarily dueto use astea. Teawas
initially used as a medicine and subsequently as
beverage and now has proven well to be afuture
potential as an important raw material for the
pharmaceutical industry. Teaismainly consumedin
theformof ‘fermentedted or *black teal . However,
‘non-fermented’ or ‘ greentea’ and semi-fermented
or ‘oolong tea’ are also popular in somecountries
e.g. Japan and China. Apart from being used as
beverage, green leavesare aso used asvegetable
such as'leppet tea’ in Burmaand ‘meing tea’ in
Thailand. Though the oil of tea seedsis used as
lubricant, yet extraction from seedsisnot economical
[7]. Additiondly, cakesof teaseed contain sgponins,
have poor valueasfertilizer and areunfit for animal
feed duetolow nitrogen, phosphorusand potassium
content. However, these can be used successfully in
themanufacture of nematocide[7]. Tealeaveshave
morethan 700 chemica congtituents, among which
flavanoides, aminoacids, vitamins(C, E, K), caffeine
and polysaccharidesareimportant to human hedlth.
Importantly, the vitamin C content in leaves is
comparableto that of lemon. Teadrinkingisnow
being associated with cell-mediated immune
responses of the human body and reported to

improvethe growth of beneficial microflorainthe
intestine [8]. Tea aso imparts immunity against
intesting disorders, protectsthecell membranesfrom
oxidative damages, preventsdental cariesdueto
presence of fluorine, normalizes blood pressure,
prevents coronary heart diseases due to lipid
depressing activity, reduces the blood-glucose
activity and normalizes diabetes [8]. Tea aso
possessesgermicidd and germiddicactivitiesagang
various gram-positive and gramnegative human
pathogenic bacteria such as Vibrio cholera,
Salmondllasp., Clostridiumsp.[9]. Both greenand
black teainfusionscontain anumber of antioxidants
like catechins and have anti-carcinogenic, anti-
mutagenic and anti-tumorousproperties. Among the
different catechins, epigallo catechin-gallateisthe
most active component. Several epidemiological
studieshave dso proved that teaconsumption plays
aprotectiveroleagainst human cancer.

Production of tea
Varieties and improvement
Genome diversity

The genus Camellia had 82 speciesin 1958
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World tea by area 2000 AD
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Fig. 1. Top: Country wise percent areaunder teacultivation; middle: Country wise production of teg;
bottom: Country wise export of tea.
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[10] and accountsfor morethan 325 speciesin 2002
[11] that indicatesgenetical instability and high out-
breeding nature of the genus. Presently, over 600
cultivated varieties world-wide are available, of
which many haveuniquetraits(Table 3). Owingto
extensiveinterna hybridization between different
Camdlliataxa, several intergrades, introgressants
and putative hybrids have been formed. Thesecan
bearranged in agradient based on morphological
charactersthat extend from Chinatypesthrough
intermediates to those of Assam types. Indeed,
because of the extreme homogenization, existence
of the pure archetypes of teaisdoubtful [12]. Till
date, numerous hybridscurrently available are till
referred to as China, Assam or Cambod tea
depending on morphologica proximity tothemain
taxon[13]. Teabreedswell withwild relativesand
thus taxonomists have aways been interested in
identifying such hybridsdueto suspectedinvolvement
inteagenetic pool. Two particularly interesting taxa

G.M.R. Islam et al

are C. irrawadiensis and C. taliensis whose
morphologica distribution overlapswiththat of tea
[13]. It hasa so been postul ated that some desirable
traits such asanthocyanin pigmentation or special

qudity charactersof Darjeding teamight have been
introduced fromwild species[14]. Other Camdllia
species, which are suspected to have contributed to
theteagenetic pool by hybridization, includeC. flava
(Pifard) Sedly, C. petelotii (Merrill) Sealy [15] and
possibly C. lutescens Dyer [16]. The role of C.

taliensisis, however, not clear becausethe species
itself isconsgderedto beahybrid between C. anensis
and C. irrawadiensis [12,14]. Therefore, it is
generally agreed that at least three taxai.e. C.

assamica, C. sinensis, C. assamica sub sp.

lasiocalyx and to an extent C. irrawadiensis have
mainly contributed to the genetic pool of tea. The
term’tea’ should therefore, cover progeniesof these
taxaand the hybridsthereof or between them.

Table3.
Description of teacultivarswith special characters[5,18].

Serial Special characters

Clone Originator

Windtolerance
Drought resi stance
Frost resistance/tolerance
Smdlest lesf
Biggest |eef
Bligter blight tolerance
High pubescence content
Highanthocyanin pigmentation
Hightoleranceto pH
0 Poor fermenter
11 Mitetolerance
12 Scaleinsect tolerant
13 High polyphenol content (53.7%)
14 High amino acid content (6.5%)
15 Low caffeine content (0.14%),
16 High caffeine content (6.96%)
17 Water |logged tolerant

2 OO0 ~NO O, WNE

18 Very good pruning recovery and largeleaf sze BT-13,BT-16

UPASI-2, UPASI-10 UPASI-TRF, India

9UPASI UPASI -TRF, India
B-26 HPKV-TES, India
CH-1 IHBT, India
Betjan Betjan T.E, India
TRI-2043,DT-1 TRI, Sri Lanka
TRI-2043 TRI, Sri Lanka
TRI-2025 TRI, Sri Lanka
TN-14-3 TRF, Kenya

12/2 TRF, Kenya

7/9 TRF, Kenya

TN 14-3 TRF, Kenya

Luxi whitetea TRI, China

Anji whitetea TRI, China
Guangdong tea TRI, China
Wildteaat Yunnan TRI, China

TV-9 TES, India

BTRI, Bangladesh
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(onventional propagation and breeding

Tea is propagated either through seeds or
cuttings. Usually seedsare collected from orchard,
gratified in sand and then sownin polythenedeeves
inthenursery whereit takes 12—-18 monthsbefore
transferring to thefield. Neverthel ess, seed-grown
plantsshow ahigh degreeof variability. Therefore,
the alternative choice is through vegetative
propagation of theelitevariety wherein singleleaf
internode cuttings, with an axillary bud are planted
in polythene deevesunder shadefor 12—18 months
followed by the transfer of these rooted plantsto
thefield. Recently, asan alternative propagation
technique, grafting has gained considerable
popularity. Inthistechnique, freshSnglelesf internode
cuttings of both root-stock and scion aregenerally
taken. Scion, commonly aqudity cultivar, isgrafted
on root-stock, whichiseither drought tolerant or
highyielding cultivar. Upon grafting, thescionand
stock influence each other for the charactersand
thuscomposite plantscombinebothyield and qudity
charactersresultingin 100% increase of yield with
better quality than either of the non-grafted cultivar.
Further, amodified improved ‘ second generation’
grafting has been devel oped where tender shoots
aregrafted ontheyoung seedlingsof teawhich have
an additiona advantage over conventiona grafting
dueto presenceof taproot system [17]. Teabreeding
consists of hybridization as well as selection.
Hybridization can be either natural or hand
pollination. In natural hybridization, based on better
performanceof yield, quality or diseasesresistance
capability, two parentsareplanted Sdeby sdeinan
isolated place and allowed to bear fruits.
Subsequently seeds (F1) are harvested, raised and
planted. If average performance of these plantsis
found to be better than either parent, then seeds(F1)
are released as hybrid seed or biclonal seed.
However, someof theoutstanding performersamong
the progenies are marked and verified for
multilocationd trid andreleased asclone, if till found
suitable. Theseclonesaregeographically specificand
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most of thetearesearchingtitutesintheworld have
generated clonesfor their own region. Sometimes
morethan two parents are used and are known as
polyclonal seeds. The ideais to introduce more
variability amongtheF1 seeds. Sinceitisdifficultto
know about the pedigree of the cultivars (aspollen
may come from any male), the chance of
reproducibility islow and least preferred presently.
Alternatively, pollination or control cross, despite
being animportant approach, hasmade alimited
success in tea breeding. However, recently, few
clones have been released in Kenyaand Malawi
using thistechnique. Selectionisthemost popular,
age-old practicein teabreeding. Since commercia
teagardensearlier were established with seeds, lot
of variability exitsamong them. In many instances,
thediteplant hasbeenidentifiedintheexigingbushes
and released as clones. Mgjority of theteaclones
have been devel oped through sel ection. However,
pedigreesof the clonesremain unknown.

Though breeding work is limited up to F1
progenies presently, F2 popul ation holds greater
promise for varietals improvement of tea. The
advantage of thisapproach isbetter segregation of
charactersand with the hel p of molecular biology
thiscan be exploited for marker-assi sted selections
for aparticular trait and construction of linkage map
which is till not available for tea. Although,
conventiond teabreedingiswell established and has
contributed much for teaimprovement over the past
severa decades, the processis slow dueto some
bottlenecks. Specifically these bottlenecksare:

—  perennid nature,

— long gestation periods,

—  highinbreeding depression,

—  df-incompatibility,

—  unavailability of digtinct mutant of different biotic
and abiotic stress,

— lack of distinct selection criteria,

—  low successrate of hand pollination,

—  short flowering time (2-3 months),
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— long duration for seed maturation (12-18
months), and

- clona difference of flowering timeand fruit
bearing capability of someclones.

Similarly, vegetative propagation is an effective
method of teapropagation. Yetitislimited by severa
factorssuchas:

—  dower ratesof propagation,

—  unavailability of suitableplanting materia due
to winter dormancy, drought in some tea
growing areaetc.,

—  poor survival rateat nursery dueto poor root
formation of someclones, and

— seasona dependent rooting ability of the

cuttings.

Therefore, micropropagation technique appearsto
beideal choicefor circumvention of the problems
related to conventional propagation. Additionaly,
transgeni c technology hasthe potential for varieta
improvement of tea through means other than
conventional breeding. However, central to any
successful transgenic technology isan efficientin
vitro regeneration protocol. While an efficient
regeneration protocol isessential for introduction of
theforeign geneinto plant tissues, micropropagation
is important for the transfer of large number of
geneticadly modified plantsto thefidd withinashort
gpan of time[18].

In Bangladesh, considerable successhasbeen
achieved in the field of clonal selection and tea
breeding during thelast forty years. Sixteenimproved
vegetable clonesand four biclonal seed stocksand
onepolyclona seed stock have been devel oped and
released to the industry [19]. Moreover, some
unexplored research areas need to be addressed to
increasetherelatively low harvest index of teaand
thegenetic diversity of teaby inducing, recognizing
and regenerating chromosomal change through
mutation, polyploidy, tissue culture and genetic
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enginesring.
Pruningand Tipping

Pruningisessentia inteato maintainthebush
a an operableheight asd so vegetablevigor. Generd
guiddinesontypesof pruning (i.e. reuvenation, hard,
mediumand light pruning, cut-crossand skiffing) gpan
of time between two pruning and thetimeof pruning
inrelationto carbohydratereserveshavebeen clearly
laid out [20] and are adopted with benefit.

Tipping of bush recovering from pruningisan
operationaimed at forming aleve plucking surface
and filling it by aquick production of secondary
branches; in other words it is the first round of
harvesting young shootsat an operationd height and
stage[21]. Theideal height of tipping should not
only ensure adequate leaf area for maximum
photosynthetic efficiency but also fast growth of a
mature bush, and in Bangladeshit should be studied
for the recommended clones.

Plucking

Removal of young and growing shoots
comprising the apical bud and the two internodes
immediately below it, which constitutethecropin
tea, is called plucking. The tender shoots with
growingtips(sinks) and youngfoliage, whichwould
innormal course have contributed to food reserves
(source), are perpetudly harvested at short, regular
intervals, timulating arapid success on of new crop
of shoots. Thereis, thusan intricate relationship
between the sink and the source in relation to
harvestinginteawhich could beatered at will [21].
Plucking system could be designed to determinethe
severity of the operation as aso the amount of
maintenancefoliage (Source) retained on the bush
[23]. Theimportant objective of an efficient system
of plucking should be to harvest the maximum
possiblecrop, leaving aminimum period of rest to
thebuds, whiles multaneoudy ensuring the health of
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the bush by retaining adequate mai ntenancefoliage
on the bush to meet the carbohydrate requirements
of buds in active phase [3]. Too much of
mai ntenancefoliage on the bush should be avoided,
sinceitislikely toimposeaconstraint in obtaining
higher yieldsas pointed out earlier. It has, indeed,
been demonstrated that removal of lower layersof
mature|eaves|eadstoincreased number of shoots
per unit areaand enhanced size of the harvestable
shoot, resulting inincreased productivity. Thisisan
indicator of existence of an optimal ratio between
themaintenance of foliageandyield, dthough more
critical studies of basic nature are required to
determinethe preciseleaf areathat isnecessary for
higher productivity.

Theamount of maintenancefoliageretained on
the bush could beregulated by optimizing the height
of thetipping the bushesrecovering from pruning
[21] and proper scheduling of plucking system
through the pruning cycle [3]. The maintenance
leavesretained at thetype of tipping should befully
exploited by allowing maximum light penetration
duringtheearly part of pruning cycle, whenthey are
photosynthetically most efficient. Further health of
thebush should beensured by retention of new foliage
on the bush whenever senility due to aging is
suspected to set in among the older leaves. Another
away of enhancing thesink activity istoincreasethe
plucking surface area by alternating the canopy
architecture into dome or wedge from the
conventional flat surface. Such canopieswill a'so
facilitate better light penetration and expose more
leaf areatotheincident light. Yield of 11and 19 %
have been reported due to wedge and dome
plucking, respectively [24]. Basicinformation onthe
movement photosynthatesin shoot and bushisnow
required for therecommended clonein Bangladesh
for abetter gppreciation of sink-sourcerel ationship,
so that these operationsarefurther refined to near
precision.

M echanization

Trueto thesituation intheremote, tribal and
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hilly areas, the plantation industry (particularly teg)
relies completely on manual labour. Even a
wheelbarrow has not made its appearance in tea
estates; the crop and agricultural inputs are still
carried onhead-loadsinthefield. A survey of cultura
operation reveals the possibility of partial
mechanization of at least certain operations like
manuring, pruning and plucking 25]. Mechanization,
where possible, isnecessary not just to reducethe
costsinthe context of increasing wage-bill, but also
to lighten burden of the worker and to make the
work moreinterestingto him. Motorised mechanical
aidsto prune and skiff, developed in Japan, have
beenfound to beuseful [26], but arenot availablein
Bangladesh. Use of hand-operated share shearsfor
harvesting tea has been found to increase the
productivity of workersandyieldintea[21], [24].
However they could be used only in high cropping
seasonsto copewith thelabour-shortage. In other
seasons, itisnot favoured because of thefear of its
non-selectiveharvesting and possibledropinqudity.
This problem could, perhaps, be overcome by
collaborating with the agro-engineering industry.

Tea processing and marketing
Processing

The Engineeringindustry ismoreactiveinthe
area of tea manufacture than in the field. The
machinery required for both orthodox and CTC
(Cut, Tear and Curl) manufacture has been
developed and standardized 25]. Usually, thetea
maker isleft with thediscretion of deciding whether
or not aparticular process hasbeen compl eted, thus
leaving scope for an error of human judgment.
Sampletests should beformul ated to determine, at
different stages of manufacture, the biochemical
parameters of quality as understood in terms of
appearance, color, brightness, briskness, aromaand
creaming down, so that uniform standard of the
produce isensured. Measures should be devised
to increasethe cuppage (number of cupsof liquor
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Table4.
MRL Value (ppm) of Various Pesticidesin Made Tea[25)].

S. Technica nameof EPA Codex European German Remarks

No. thepesticide commisson  Union law

1 Dicofol 45 8 0.1 2 very very restricted
2 Ethion 10 5 2(proposed 0.1) - -do-

3 Sethion 10 5 2 - -do-

4 Bromopropylate - 5 - - -do-

5 Dimethoate - - 0.2 - -do-

6 Endosulfan 24 30 30 30 Restricted

7 Fenvelerate - - 0.1 - very very restricted
8 Cypermethrin - - 0.1 - -do-

9 Deltamethrin - - 5 - -do-

10  Chlorpyriphos - - 0.1 - -do-

11 Propargite - - 0.1 - -do-

12 Madathion - - 0.1 - -do-

MRL: Maximum ResidueL evel, EPA: Environmental Protection Agency

per unitweight of madetes) by enhancingthesolubility
of madeteaand manufacturing methods devel oped
for reducingwaste.

Marketing

Consumer acceptanceof teaasadrink for al
times cannot be taken for granted because of the
changing tastesand theavailability of widerange of
aromaof beveragesinthe market. Incisive market
researchinto consumer preferencesand testeswould
facilitatetheintroduction of teain convenient packs,
instant tea powder, value added teas, carbonated
tea beverages and other consumable packs[27].
Suchagenericpromationin conjunctionwith goecific
promotion of Bangladesh teain brands can sustain
tea consumption at increasing levels. Still in
Bangladesh there is no instrument to measure
Maximum Residue Level (MRL) of various
pesticides. It will create aserious problem on export
volumeor salespromotion, Since European countries
(especially thewest European countries) arevery

consciousabout their health and hygiene.
Conclusion

Tea industries in Bangladesh are facing
numerous problems. Some of these problems
concern security problems of the executives,
unexpected naturd caamity, deterioration of law and
order stuation of theteaedtates, |log steding, politica
or outsider influenceontheir interna arrangements,
illegal occupation of land by the outsiders, lack of
medicd facilities, unhedthy atmaosphereinthelabour
lines, over consumption of wineby thelabourer, lack
of infrastructure (road, quarter, water supply network
etc), lack of capital and modern machineries, lower
market va ueof madeteain comparisontoincreasing
production cost, lower yield per hectare in
comparison to increasing domestic need, lack of
instrument for measuring MRL value, improper use
of Govt.loansby someownersof theteagardens,
lack of perennial water sourcefor irrigation during
dry season and a so in prolonged drought, lack of
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educational institutions, malnutrition among the
children of thelabour line. For successful teaculture
the above problems must be solved. To reduce
production cost wehaveto producequality teawith
eye catching bright orange-red colour liquor with
flavour or havetoincreaseyield. We haveto make
cloneteawith highyielding variety having good
quality. We must removethe screen of distrust and
suspicion of the European countriesby establishing
acleanimage such asachieved by the Sri Lankan
TeaResearch Indtitute.
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Summary: The enzyme and hormone disrupting capabilities of pesticides and related chemicals are
suspected to be some of the factors contributing to the decline of fish, amphibian, and reptile
populations. Globally frogs and other amphibians have been disappearing at an alarming rate. In most
cases, the cause or causes are unknown, but are assumed to result from man-made pollutants in the
aquatic environment. Some current reports haveindicated that many pesticidesin the aguatic environment
are capable of disrupting the endocrine systems of animals. Some pesticides and related chemicalsare
persistent in the environment and are accumulated in the fatty tissue of organisms and increase in
concentration as they move up through the food web. These chemicals are substances that can cause
adverse effects by interfering in some way with the body’s hormones or chemical messengers. A recent
study indicated that the atrazine effected the sexual development of frogs, even at extremely low doses.
Some pesticides reduce the cholinesterase activity of amphibians and reptiles. Some chemicals may
cause disease and reproductive failure in fish populations, because they bioaccumulate in the higher
trophic levels. Therefore, brown trout exposed to environmental pollutants have been shown to have
decreased egg size and low growth rate of the larvae.

Keywords:. Pesticides, enzymes, hormones, amphibian, reptile, fish

I ntroduction

Pesticides and related chemical sdestroy the
delicate balance between speciesthat characterizes
afunctioning ecosystem. Pesticides produce many
physiologica and biochemica changesinfreshwater
organismsby influencing the activitiesof severa
enzymes. Alterationsinthe chemical composition
of the natural aguatic environment usually affect
behavioral and physiological systems of the
inhabitants, particularly those of thefish[1].

Hormone-disrupting effectsin biotaasaresult
of chemicals are caused by a wide variety of

*To whom correspondence and reprint requests should be addressed.

mechanisms. Pesticidesand related chemicalsare
substances that can cause adverse effects by
interfering in someway with the body’shormones
or chemical messengers. These substances are
therefore called hormone disruptorsor endocrine
disruptors, asitistheendocrineglandsthat secrete
the hormones. Hormones play a crucia role in
guiding normd cdll differentiationinearly lifeforms,
and so exposureto endocrine disrupting substances
intheegg or inthewomb (mammals) can alter the
normal process of development. Lately, most
attention has been focused on estrogens; natural or
synthetic compoundsthat dlicit afeminizing effect
by binding to the cellular estrogen receptor in
organisms. Theinteraction between an estrogenic
compound and its receptor causes a number of



Adverse effects of pesticides and chemicals

reectionsand devel opment. Environmenta problems
with estrogenic compounds seem to occur primarily
intheaquatic environment, likefeminization of male
fish[2]. Adultanimascanaso beaffected, butitis
theembryonic stagesthat areespecialy vulnerable.
Exposureat thissenstivetimemay causeeffectsin
mammaian systemsthat arenot evident until later in
life, such aseffects on learning ability, behavior,
reproduction and increased susceptibility to cancer
and other diseases.

Thepesticidesand rdlaed chemicasoriginating
from human activity or agricultural farming are
discharged directly or indirectly into thereceiving
waters. The presence of these chemicalsin the
environment hasbecomeaglobd issue. Fidd studies
have shown that the reproduction, growth and
development of wildlife species, including
invertebrates, amphibians, reptiles, fish, birdsand
mammal smay have beenimpacted by chemicalsthat
interact with theendocrinesystem. Pesticidesat low
concentrationsmay act asblockersof sex hormones,
causing abnormal sexud devel opment, abnormal sex
ratios, and unusua mating behavior. Pesticidescan
alsointerferewith other hormonal processes, such
asthyroid and itsinfluence on bone devel opment
[3]. This paper reviews the adverse effects of
pesticides and related chemicals on enzyme and
hormone systemsinfish, amphibiansand reptiles.

Effectson fish

Fish species are sensitive to enzymic and
hormonedisruptors. Chronic exposuretolow levels
of pesticidesmay have amore significant effect on
fish populations than acute poisoning. Doses of
pesticidesthat are not high enoughtokill fishare
associated with subtle changes in behavior and
physology that impair both survival and reproduction
[4]. Biochemica changesinduced by pedticidal stress
lead to metabolic disturbances, inhibition of
important enzymes, retardation of growth and
reduction in the fecundity and longevity of the
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organism[5]. Liver, kidney, brainand gillsarethe
most vulnerable organs of a fish exposed to the
medium containing any typeof toxicant[6]. Thefish
show restlessness, rapid body movement,
convulsions, difficulty inrespiration, excessmucous
secretion, changein color, and lossof balancewhen
exposed to pesticides. Similar changesin behavior
are also observed in severa fishes exposed to
different pesticides[7].

The Great L akesfish are contaminated with
chlorinated organic compounds such asPCB and
dichlorodiphenyl dichloroethene, pesticidessuch as
mirex and dieldrin, and traceamountsof metalssuch
aslead and mercury [8]. Laketrout, which became
extinct in the Great Lakesin the 1950s, has been
shown to be very sensitive to dioxins and
(polychlorinated biphenyls) PCBswhen exposed as
embryos. Severd speciesof sdmonintroducedinto
the Great Lakes have severely enlarged thyroid
glands, which is strong evidence of hormone
disruption. SAmoninthe L ake Erie show avariety
of reproductive and developmental problems, for
example, early sexua devel opment and alossof the
typical malesecondary sexual characterigtics, such
asheavy protruding jawsand red coloration onthe
flanks.

Someagrochemicalscanindirectly affect fish
by interfering with their food supply or atering the
aquatic habitat, even when the concentrationsare
toolow to affect thefish directly. Other agricultura
chemicalsare capable of killing salmon and other
aguatic anima sdirectly and withinashort period of
time. For example, in 1996 the herbicide acrolein
was responsible for the death of approximately
92,000 steel-head, 114 juvenile coho salmon, 19
resident rainbow trout, and thousands of non-game
fishintheBear Creek, atributary of theRogueRiver
[3]. Severa laboratory experiments show that
sublethal concentrationsof agrochemicascan affect
many aspectsof samon biology, includinganumber
of behavioral effects[3].
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Under experimenta conditions, rainbow trout
exposed for 18-34 daysto acombination of 0.05
mg/l of theorganochlorineendosulfanand 0.5mg/l
of the organophosphate disulfoton showed changes
intheultrastructure of hepatic cells, withirregular
nuclei, and alterationsto thelysozomesand rough
endoplasmicreticulum[9]. Somepesticidessuchas
organochlorine, organophosphates and carbamates
areknown to cause morphological damageto the
fishtestis. Thesea so affect femaefishinthesame
way. They cause delayed oocyte devel opment and
inhibition of steroid hormone synthesis [10].
Experimental exposure of fish to them has been
showntodepressproteinvauesinbran, gills muscle,
kidney andliver. Inthekidney and theliver thereis
evidenceof sgnificant decreaseintheprotein content
dueto stressin éimination and also in metabolism
[11].

I nterference with endocrine hormones affects
reproduction, immunefunction, development, and
neurological functionsin several speciesof wild
animds. Infish, endocrinedisruptorsinterrupt normal
development and cause malefishto havefemale
characteristics. These outward symptoms of
developmental disruption are accompanied by
reduced fertility and even sterility in adults, aswell
aslower hatching ratesand viability of offspring.
Many studies show adirect relationship between
concentrations of pesticidesand related chemicals
in fish tissues and depressed hormone
concentrations. Disruption of the balance of
endocrine hormonesduring devel opment of young
fish can also cause defects of the skeletal system,
resultingin deformitiesand stunted growth [ 3,12].

The common pesticide synergist piperonyl
butoxideincreases carbaryl toxicity (Carbaryl isa
neurotoxic carbamate pesticide). In fish, acute
toxicity of acarbaryl- piperonyl butoxide mixture
wasover 100 timesthat of carbaryl alone[13]. In
addition, carbaryl increasesthe acutetoxicity of the
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phenoxy herbicide 2,4-D, theinsecticidesrotenone
and dieldrin (an organochlorine) aswell asthewood
preservative pentachlorophenol [14]. Sublethal
effects of the organophosphate insecticide
phenthoate are a so synergized by carbaryl infish,
resulting in AChE inhibition [15] and both
morphologica and behaviora changes[16]. While
thetoxicity of combinationsof chemicalsisrarely
studied, theability of carbaryl tointeract withalarge
number of chemical classesisstriking.

Effectson amphibians

Concern over the decline of amphibians
globally hashighlighted theimportance of usingthis
group as a bioindicator of environmental
contamination and climate change. Since 1989, there
has been a growing realization that amphibian
popul ationshave been declining at an alarming rate.
The present datashow significant declinesall over
theworld. Nearly 600 amphibian populaionsstudied
inWestern Europe show 53% declinebeginningin
the 1950s[17]. In North and South America, 54%
and 60% of the populations, respectively, have
shown significant declines. In Australiaand New
Zealand, as much as 70% of the amphibian
popul ations studied have declined. Accordingtothe
2004 IUCN Red List [18], there are 20 countries
with the highest number of threatened amphibians
(Table1). The numbersof threatened speciesare
increasinginall taxonomic groups (Table 2) dueto
environmental pollution (including pesticidesand
related chemical s), habitat destruction aswell as
climate change. During theyear 2000 and 2004, the
number of extinctionsinthefish, amphibian, reptilian,
mammalian and avian groups hasincreased further.
Thereare 338 specieswhich are considered extinct
and another 22 speciesare consdered extinctinthe
wild (Table3).
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Tablel. Amphibians are important components of
Countrieswith highest number of threatened aqueatic habitats, especialy intropicd regionsof the
amphibians[18]. world [22]. The mechanisms responsible for the
Rank Country Threatened declineof amphibian populationsincludechemical
Species pollution from pesticidesand fertilizersand global
1 Colombia 208 climate change[19]. The health of amphibianscan
2 Mexico 191 suffer from exposureto pesticides[20]. Because of
3 Ecuador 163 their semipermeabl e skin, the devel opment of eggs
4 Brazl 110 andlarvaeinwater, and the positioninthefood web,
5 China 86 amphibians are prone to adverse effects of
6 Peru 78 waterborneand airborne pollutantsin their breeding
7 Guatemda 74 and foraging habitats[21]. Pesticides may affect
8 Venezuda 68 amphibian populationsin anumber of ways[27];
9 India 66 they may kill individual amphibiansdirectly [28] or
10 CogtaRica 61 indirectly through alterations in immune or
n Madagascar 35 neurologica function[29]. Pesticidesmay aso affect
12 Honduras 33 recruitment in amphibian popul ations by disrupting
13 Panama 52 normal growth and development of theyoung or by
14 USA ol impairing adult reproduction [27]. An extensive
15 Cameroon S0 research study conducted in Quebec, Canada, shows
16 Philippines 48 that hind limb deformities are commonly observed
17 Audrdia a7 in transformed bullfrogs, green frogs, northern
18 Cuba 47 leopard frogs, and American toads[23]. Deformity
19 Hai 46 ratestendto behigher at agricultura areas, suggesting
20 Maaysa 45 that herbicidesand pesticidesarethelikely causes.
Table2.
Numbers of threatened speciesby major taxonomic group [18].
Taxonomic ~ Number of  Number of Number of Number Number
group described species threatened threatened threatened as %
species evaluated speciesin  as % of species of species
2004 described evaluated
Hsh 28,500 1,721 800 3% 46%
Amphibians 5,743 5,743 1,856 32% 32%
Reptiles 8,163 499 304 4% 61%
Mammads 5,416 4,853 1,101 20% 23%

Birds 9,917 9,917 1,213 12% 12%
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Table 3.
Numbersof extinct (EX) and extinctinthewild (EW) speciesby taxonomic groupin 2004 [18].

Taxonomicgroup Extinct (EX) Extinct inthewild (EW) Total
Fsh 81 12 93
Amphibians 34 01 35
Reptiles 21 01 22
Mammels 73 04 77
Birds 129 04 133
Total 338 22 360

Becausedeformitiesof frogsdo not dwaysoccur in
these areas, a number of other factors may be
involved, including theincidence or abundance of
certain diseasesor paradites| 24]. Fifteenamphibian
species have been designated as endangered,
threatened, or of specia concern by the Committee
onthe Statusof Endangered Wildlife Canadadueto
somethreatsincluding chemical contamination[24].

Amphibians are known to be vulnerable to
pesticidesthat are cholinesterase inhibitors[25].
Anticholinesterase pedticidesfunction by bindingwith
thisenzymeinanima sand disrupting nervoussystem
activity, usualy causing death by respiratory failure.
Decreased cholinesterase activity can indicate
exposureto some commonly used pesticidesand
can be harmful to wild animals [26]. The
anticholinesterase effects of two other pesticides,
Lambda cyhalothrin (a pyrethroid) and
monocrotophos (an organophosphate), on Rana
cyanophlyctis (Skittering frog) have been observed
intheliver, kidney and brain. About 34.6 - 46.3%,
25.08 - 57.1% and 31.64 - 50.7% of the
cholinesteraseactivitiesintheliver, kidney and brain,
respectively are reduced following exposure to
cyhalothrin. For monocrotophos treatment,
cholinesterase decreasesabout 37.7 - 57.7%, 57.5
-67.5% and 47.6 - 65.9% intheliver, kidney and

brain, respectively [38]. The effect of two
pyrethroids, Lambdacyha othrinand Permethrin, on
the cholinesterase activity of amphibian R.
cyanophlyctis and Rana tigrina have also been
compared. Thecholinesteraseactivitiesof cyhdothrin
treated frogs are decreased 34.6 - 46.3%, 25.08 -
57.1%intheliver and kidney. Permethrin treatment
decreases cholinesterase activity 23- 29% and 6.76
- 35%intheliver andkidney, respectively [39]. Tota
protein content also decreases in non-target
amphibians after pesticide treatment, indicating
pesticide-produced changes in the biochemical
systems of non-target organisms[40]. The brain
cholinesterase activity of Rana cyanophlyctis
decreasesupto 4.10 and 13.84 % under the effect
of sandaphosand 5.16 and 23.28% under the effect

of b-cypermethrin, respectively [41].

Some pesticides, herbicides, and nematocides
aredocumented to have endocrine-disrupting effects
[30]. Todate, thereareno reportslinking endocrine
dysfunctionwithamphibian maformeations. However,
it iswell established that pesticides and related
chemicascanbemgor ecological threststofishand
aquatic wildlife by diminishing productivity and
fecundity [30]. Thenorma growth and devel opment
of amphibian larvae rely on functional and
uncontaminated aguatic systems. Water sourcesare



Adverse effects of pesticides and chemicals

particularly at risk to contamination by pesticides
because of the accumulation and distribution of
contaminating substancesin sedimentsof rivers,
lakes, and ponds. Potential sources of EDCsthat
impact bodies of water include municipal sewage
[31], and agricultural runoff (pesticides and
herbicides) [32]. Thus, theEDCsthat accumulaein
aguatic systems may adversely affect amphibian
reproductive processes.

Exposure of amphibians to dimethoate,
carbofuranand chlorpyifoscandter vitamin A levels
[33] and reduce melanogenesis[34]. Carbaryl, a
short-lived carbamate that acts through
acetylcholinesteraseinhibition, may serveasamodel
chemical for neurotoxins (i.e., carbamates and
organophosphates). The effects of sublethal
concentrations are more relevant to amphibian
communitiesbecausethey may directly affect time
of and sizeto metamorphosis, or indirectly affect
surviva [35].

Some studies have reported that the tadpole
stage of Rana spp. is sensitiveto herbicides, and
varioustypesof deformitiesin thetadpolesserveas
possibleindicatorsof such sengtivity. Tadpolesare
asohighly senstiveto organochlorinepesticides, and
toxic effects of these pesticidesare evident during
metamorphosis[29], aperiod of marked endocrine
change and reduction. In Minnesota, USA, some
pesticidesor their degradation productshave been
detected inwater and sediment samplesinvery small
quantities[36]. Despitethe current documentation
of amphibian declinesand malformations, thereare
only few reportson theuse of amphibiansasmodels
for abnormalities of reproductive processes by
exposureto EDCs. In one study, theinteractions of
gonadal steroids and pesticides (DDT, DDE) on
gonoduct growth in larval tiger salamanders,
Ambystoma tigrinum, were examined [37]. The
salamanderswereimmersed in asolution of DDE,
DDT, or injected with estradiol or dihydro-
testosterone. Essentially all the compoundstested
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had some adverse effect on the gonoduct growthin
thisspeciesof sdlamanders.

Effectson reptiles

Very rapidly deteriorating status of freshwater
turtlesand tortoi sesin Southeast Asiahasresulted
inanincreasing number of these gpeciesbeing listed
asthreatenedinthe lUCN Red List; globally 42%
of turtle and tortoise species are threatened [18].
Thedeclineinthepopulation of dligator intheLake
Apopka, Florida (USA), is contaminated by
organochlorine pesticides that emanate from a
chemical spill. Here, a number of disturbing
abnormalities were recorded in hatchlings and
juveniledligators, including modificationsof enzyme
activity, concentrations of sex hormones, abnormal
ovarian morphology and unusually small phalluses
[42,43]. Becausethese chemicalsareknownto be
weak androgen receptors, the hypothesisthat the
individual and thepopulation level effectsobserved
inthealligatorsare dueto chemical disruption of
endocrinefunction seemsreasonable[44].

The common snapping turtle (Chelydra
serpentina) isthelargest freshwater turtleoccurring
in Canada. Snapping turtle eggs from the Great
L akes contain high concentrations of fat-soluble
contaminantswhich areabsorbed whilefoodisbeing
digested. Theseinclude PCBs, dioxins, furansand
organochlorine pesticides. Abnormal development,
such asincidence of unhatched eggsor deformed
animals, occursat the highest ratesinthesteswhich
are the most contaminated [45]. In addition, a
correlation between contaminated eggsand reduced
developmental successhasaso beenindicated [46].

The anticholinesterase effects of the
phytopesticide, biosa (neem based formulation), on
Indian gardenlizard (Cal otesversicolor) have been
observedinthekidney andliver. About 13.60- 18%
and 39.52 - 52.61% of the cholinesterase activities
in the kidney and liver are reduced following
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exposureto biosal [47].
Concluson

Thisreview showsthat pesticidesand related
chemicals are capable of blocking the action of
hormonesinfish, amphibiansand reptilesand causing
reproductive dysfunction and abnormal
development. They act on target tissues through
hormonereceptorsor nonreceptors, may influence
hormone secretion or its clearance from the bodly.
Inthelast years, anumber of deformed frogshave
beenfoundintheeastern USand Canada. Thecause
of massdeformitiesof transforming frogsremains
elusive, but variousfactorshave beenimplicated,
including pesticidesand related chemicas. Therole
of pesticidesand related chemicalsin amphibian
malformations may be of concern dueto the high
deformity rates associated with sites where
agricultural chemicals have been used. These
chemicalscan beamajor threat to fish, amphibians
and reptiles, and aquatic environment by diminishing
productivity and fecundity. Further research is
needed to evaluate the effectiveness of aternative
pesticidesand related chemica sto reducetheeffects
onfish, amphibianandreptilian populations. Globaly,
studiesneed to s multaneoudy consider the benefits
to both agricultural and conservation communities;
scientistsfrom both communities should provide
input to makeredistic and informed decis onsabout
the protection and conservation of aquatic
biodiversity withinagriculturd landscapes.
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